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A method of intra-ventricular bioimpedance spectroscopy to estimate the dynamic volume of right ventricle

Abstract: Dynamic volume measurements of the heart are primarily done in the left ventricle, but as the right ventricle is a frequent place for pacing electrodes it could be easier to estimate cardiac output through the right ventricle. Our goal was to find the correlation between intra-cardiac bioimpedance deviations and the variations related to changes of the right ventricle volume. The variations of right ventricle volume have been evaluated experimentally using a setup with an isolated pig heart. Measurements were made with an intra-ventricular catheter and using multifrequency impedance spectroscopy.
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1 Introduction

In Europe, 45% of all deaths are a result of cardiovascular disease, and the costs that derive from heart failure exceed the costs of all other diseases together [1]. Therefore, the motivation to develop a method to improve diagnostics and prevent heart-related problems is considerable. The importance of dynamic volume changes and the function of the right ventricle have increased in the last decade because they provide necessary information to assess cardiovascular performance [2]. Measuring blood volume changes in the right ventricle is essential to estimate total cardiac output and it is an important parameter to characterize the heart and its pump function in experimental studies. Cardiac output is usually measured from the left ventricle [3] because its geometry is relatively simple – a sphere – while the right ventricle is like an unequal layer around left ventricle in 3D space. Also, the right ventricle is thin-walled compared to the left ventricle, making the measurements difficult and more sensitive to changes from outside the right ventricle (Fig. 1).
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Although the left ventricle has a better shape for measurements, in real life the right ventricle is a basis for artificial pacing and a common place for pacing electrodes, thus making cardiac output estimation in the right ventricle potentially more convenient. Modern heart assisting devices like pacemakers are “smart devices” that can regulate the heart according to its condition. To help in the management of the unstable patient, measurements of cardiac output need to be taken repetitively [4]. Pacing electrodes are inside the right ventricle permanently, hence making constant measurements possible. Our main goal was to estimate the absolute or relative right ventricle volume changes experimentally with impedance spectroscopy and a multielectrode intra-ventricular catheter using a setup with an isolated pig heart. Multiple hypotheses have been developed and evaluated.

1) Bioimpedance can be used for the measurement of the amount of blood in the vicinity of the electrodes, however due to unknown position and shape (bending) of the electrode the measured result may not correlate with the actual volume change in the whole ventricle.

2) By using bioimpedance spectroscopy, the distance between the electrode and the cardiac tissue could be evaluated based on the changes in $\beta$ dispersion area, since impedance of blood has negligible reactive components in the used frequency range from 1 kHz up to 349 kHz and heart muscle has a much larger reactive component due to the dense packing of muscle cells [5].

3) With compensation based on the estimated position of the electrode, the segment-based volume changes could be measured with better precision.

The use of a multielectrode intra-ventricular catheter for impedance spectroscopy is a potentially useful technique for repetitive measurements to estimate the right ventricular volume.
2 Methods and general principles of design

We evaluated the right ventricle volume during multiple working cycles with different loading conditions. Usually intra-cardiac impedance is measured with single frequency but we believe that by using multifrequency measurements, additional information could be gained. The change of volume is measured by inserting an Inquiry 1110-5-25-M decapolar electrophysiology catheter, shown in Fig. 3, from St. Jude Medical into the right ventricle and monitoring the change in impedance between the electrodes using the four-wire connection method. The electrode positioning is uneven: 2–5 mm, giving four 2-5-2 (distances between electrodes in mm) measurement combinations or seven when we also include 5-2-5 combinations. Measured current and voltage values from 2-5-2 and 5-2-5 need separate correlation parameters when translating measured impedance data to blood volume (Fig. 2).

The relationship between volume (V), electrode distance, impedance and blood resistivity is given as follows:

\[ V = \frac{1}{\alpha} \cdot \rho \cdot L^2 \cdot (G_x - G_p), \]  

where \( \rho \) is the resistivity of the blood, \( L \) is the distance between measurement electrodes, \( \alpha = \frac{\text{SV conductance}}{\text{SV reference}} \) is a stroke volume (SV) correction factor, \( G_x \) is a total measured conductance and \( G_p \) is the conductance of heart muscle tissue [3]. This equation is important for left ventricle volume measurements but research [6] has shown it is accurate also in the right ventricle. Our experiments show that it is not reliable to use the given equation inside the right ventricle due to the unknown electrode position. In order to obtain information about the shape and volume of the ventricle during operation of the heart, the measurement must be made relatively fast. When using a
single frequency, fast measurement is relatively easy to achieve. When using spectrum measurement, obtaining real-time measurements becomes more difficult. We have developed a real-time impedance spectrum analysis device, Quadra, which uses binary multifrequency signals for excitation and measures 15 frequency points, from 1 kHz to 349 kHz, with a period of 1 ms, giving 1000 measurements per cardiac cycle when the heart rate is 60 bpm [7].

Excitation in the form of voltage was used with $V_{\text{RMS}}$ of 200 mV resulting in root mean square (RMS) currents in the range of 0.8 mA to 1.2 mA. Since we need to analyze four or seven sets of electrodes, a fast switching of the measurement device to electrode sets is needed. This could be done with 28 relays or one integrated cross-point switch. The best results were achieved by using jumping excitation along with measurement. Changing excitation is related to longer stabilization time, thus reducing the measurement rate.

We noticed a large measurement noise at frequencies $< 10$ kHz when multiplexing both excitation and sense electrodes. The noise decreases exponentially in time and can be considered negligible after 100 ms of settling time. This could be due to the formation of an electrical double layer since we are measuring in an electrolytic environment [8].

When the excitation was fixed to the first and last electrodes, and only the position of the sense electrodes was multiplexed, the measurement noise from lower frequencies was removed. The current distribution, in an already difficult environment, gets a lot more complex and interpretation of measured impedance would be more difficult.

For the study of our results we use custom-made analysis software made in LabVIEW. It shows impedance magnitude values, the pressure value and the phase angle in real time.

### 3 Measurement setup

For experiments, we obtained a pig’s heart from the slaughterhouse, which was in the condition to be resuscitated. The electrophysiology catheter was placed inside the right ventricle through the pulmonary artery together with a silicone tube to manipulate the loading condition and the blood volume. In addition, a tube for the pressure sensor was added to measure the blood pressure in the right ventricle. The tricuspid valve was then closed to prevent the tubes from moving too much in the ventricle. The coronary arteries were kept connected for the external blood supply to keep the heart alive. Oxygenated warm blood was used for heart perfusion, since living heart needs oxygenated blood of a correct temperature (around 37°C) (Fig. 4).

For measurements, an intra-ventricular catheter was attached to the real-time impedance spectrum device which was connected to the PC and analysis software made in LabVIEW (Fig. 5). The right ventricle was then filled with blood and the heart
was given an electrical impulse or was contracted by manual squeezing to revive it. Changing the blood volume inside the right ventricle gave us impedance results we could expect. We used four-wire measurement. Method A consists of switching the excitation position and switching the sense position, which gives us a more uniform and localized current distribution but also more measurement noise. Method B consists of a fixed excitation position and switching the sense position, giving a shorter acquisition time but a wider and less uniform current distribution.

4 Results

A versatile, compact and portable laboratory was constructed for isolated experiments together with measurement devices. The isolated heart filling was modulated accor-
ing to the level in the tube inserted into the pulmonary artery. The pulmonary valve was removed to adapt different loading conditions in the right ventricle. Under low loading conditions, prominent changes in bioimpedance were registered and evaluated in tissue distance changes. Our research shows that phase angle differences were the most noticeable. Under mean or high loading conditions, variations in the phase angle do not correlate well with value changes inside the right ventricle.

The initial position and changes in position of the electrodes can be detected with bioimpedance measurements. It can be seen from Fig. 6 that the modulus of measured

![Fig. 6: Magnitude (M1, M3, M5, M7 in Ohms) and pressure (in mmHg) curves measured from the right ventricle.](image-url)
impedance shows good correlation with the cardiac pressure. The changes in magnitude of different segments represent the volume of blood and the proximity of the myocardium. We are able to assess segment-based volume changes in the right ventricle. Fig. 7 and Fig. 8 show segments of the heart and how electrode positions can change during the heart cycle. Four different positions are proposed with spheres marked as electrode sensitivity spaces.

5 Discussion

In the present study, we have examined blood volume changes in the right ventricle using impedance spectroscopy and a decapolar catheter. We measured electrode shape changes, segment-based volume changes and the distance between the measurement electrode and the cardiac muscle tissue in the right ventricle by using bioimpedance measurements with an intra-ventricular electrophysiological catheter. The proposed technique is affected by the complex geometry of the right ventricle and the conductivity of surrounding tissues. Using a Baan catheter [3] there is an assumption that the electric field produced by the catheter is homogeneous, parallel to the long axis of the ventricle, and does not extend to other cardiac chambers. If these presumptions are not considered, the errors of ventricle volume estimation are significant. The outcome shows a noticeable correlation between the changes of bioimpedance and the variations of right ventricle volume, but the interpretation of results can be quite complicated due to the different electrode positions inside the right ventricle. For acceptable results, it is necessary to estimate the electrode configuration inside the right ventricle.
and separate impedance change contributions from blood and cardiac tissue. This is a subject of ongoing research.
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**Meat quality monitoring by classification based on impedance spectra**

**Abstract:** In this contribution, we investigate the possibilities of meat state assessment based on bioimpedance spectroscopy and fuzzy methods. We report on the procedure of feature selection from impedance spectra of meat aiming to reduce measurement data to features providing sufficiently information to build the basis for meat state estimation, classification of meat type and estimation of the level of freshness. The developed method is suitable for signal processing of impedance spectra in a devices for real-time meat monitoring based on bioimpedance spectra.
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1 **Introduction**

Meat quality cannot be measured directly, like a classical measurement quantity. It includes different aspects related to microbial attacks, the existence of certain substances and hormones and structural changes of the muscle during maturation processes. Especially for beef, maturation and structural muscle changes are important to realize a tender state by consumption. In order to follow muscle structural changes, electrical measurement methods, such as bioimpedance. Bioimpedance spectroscopy is fast, non destructive and can be realized at low-cost.

Several investigations have been carried out in the field of meat and food diagnosis. Different features of the impedance spectra can be adopted for data mining such as the use of model parameters, the use of characteristic points, the extraction of data at a fixed frequency or the use of the whole measurement results. An overview is given about different results realized with data mining and classification methods related to the topic of biological tissue monitoring.

Guerrero et al. [1] have used Cole-Cole model parameters to describe the relationship between sensory properties and electrical parameters of different meat qualities of hams for the semimembranosus (SM) and biceps femoris (BF) muscles. The used parameters are $R_0$, which corresponds to the electrical impedance at lower frequencies,
$R_{\text{inf}}$, which corresponds to the electrical impedance at high frequencies, $\alpha$, which corresponds to the shape adjustment parameter, and $f_c$, which corresponds to the characteristic frequency of the region under measurement at which the imaginary part of the electrical impedance has the largest absolute value. A fifth parameter is introduced: the ratio between $R_{\text{inf}}$ and $R_0$, which is proportional to the ratio of extracellular water to total water in meat. Principal component analysis is used in order to group different hams and to locate them in the biplot. They are classified in three groups according to the main components: hams having pH45 (defined as the pH at 45 min postmortem) lower than 5.85 were classified as pale, soft and exudative (PSE), hams having pHu (defined as the pH at 24 h postmortem) higher than 6.0 as dark, firm and dry (DFD) and the rest as normal hams. The electrochemical impedance spectroscopy (EIS) prototype correctly detected 69.2 % and 56.0 % for SM and BF muscles, respectively, of the problem hams in terms of pastiness. We suggest that the electrical parameters evaluated in green hams by the EIS prototype could be useful for predicting pastiness in dry-cured ham.

Also, for the application of bovine tissue classification, Negri et al. [2] have used features for classification composed by the Cole-Cole parameters $R_0$, $R_{\infty}$, $\tau$ and $\alpha$. Results show that using the fitted Cole-Cole model parameters instead of the full spectrum as the input of a neural network can enhance its classification rate and significantly reduce its topology when tested with experimental bovine tissue spectra.

The same method has been used by Filho et al. [3] for classification to assess bovine milk quality. They have confirmed the use of the Cole-Cole parameters may have a better classification than the use of the raw acquired spectrum. Using a multilayer perceptron (MLP), the recognition percentage can reach 94.6 % to classify adulterated milk samples with the type of impurity added being water ($H_2O$) or hydrogen peroxide ($H_2O_2$). The used MLP is composed by a hidden layer with two neurons, an output layer with three neurons defining each class (milk, milk with $H_2O$, milk with $H_2O_2$).

Meat monitoring is done using the three main parts: the experimental investigations, the modeling and features analysis and finally the meat type and freshness diagnosis (Fig. 1).

![Fig. 1: Monitoring process of meat quality.](image-url)
2 Methodology

The most important and necessary information from a meat monitoring device is the type of the muscle and the freshness of the meat. To realize a suitable signal processing, it is necessary to remove spikes in the measurements due to errors. Another important factor that should be respected is the use of a reduced input in order to reduce the effort and increase the stability of implementation. The process of classification is therefore composed of two principal steps:

- Accurate feature selection from the measured impedance spectra;
- Classification with high reliability.

2.1 Feature selection

Before classification, generally feature selection should be carried out to reduce the measured data to specific data, which serve as the basis for classification. Selection of features represents therefore a decisive step in order to reach a high classification probability during learning and test phases. Measurements have been carried out with different tissues and for a long period of time in order to monitor the degradation state with time. The measurement setup consists of a laboratory impedance analyzer (Agilent 4294 A) connected to a personal computer for data acquisition. The spectrometer generated a signal within a frequency band ranging from 40 Hz to 110 MHz (Fig. 2). Cylindrical penetrating multielectrodes are used for measurements ensuring the reduction of the anisotropy effect and good contacts between electrodes and the tissue [4].

There are different possibilities for selecting features from impedance spectra, such as the use of model parameters, the use of characteristic points, the extraction
of data at a fixed frequency or the use of the whole measurement results. According to literature and to experimental investigations, measurement results have been evaluated by means of the modified Fricke-Cole-Cole model. Results are reproducible and correspond to the expected behavior due to aging [5]. The model parameter evolution shows principally the same behavior, but differs from one muscle to another in the absolute value. This is due to several factors, especially the biologic characteristics of each muscle.

Both model parameters (MP) and characteristic points (CP) can be principally used for data mining and represent an accurate feature gathered from the measured impedance. The investigated possibilities are MP, CP and MP + CP (Fig. 3).

![Fig. 3: Selected examples for feature extraction from impedance spectra.](image)

According to the literature, principal component analysis (PCA) has been often used to reduce features to only the necessary inputs [6–8]. PCA belongs to statistical methods of multivariate analysis [9]. It is a method of transforming the initial dataset of high dimensions into a new dataset represented by a vector of samples. The goal of this transformation is to concentrate the information and reduce its dimension by considering the data variance. The PCA method is a linear transformation, as described in equation (1), which transfers the original possibly corresponding data set $X$ to a new uncorrelated dataset $F_{\text{new}}$. The new dataset $F_{\text{new}}$ has the same dimension as the original dataset $X$; $A_t$ is the coefficient transformation matrix. We have

$$F_{\text{new}} = A_t X.$$  

The first few components (columns) of the new dataset $F_{\text{new}}$ contribute the majority of variances and are considered to be the principal components, which can reflect the original data matrix without big information losses. They have smaller dimension and are uncorrelated to each other, which makes the analysis of the data much easier. The input data set $X_d$ is in the form of a matrix, as shown in equation (2), where $p$ is the
number of the parameters and \( n \) is the number of the observations. We have

\[
X_d = \begin{pmatrix} X_{11} & X_{12} & X_{1p} \\ X_{21} & X_{22} & X_{2p} \\ \vdots & \vdots & \vdots \\ X_{n1} & X_{n2} & X_{np} \end{pmatrix}.
\] (2)

The first two components for the feature composed by MP, for the CP and for the MP + CP explain more than 90% of the variances. In order to verify which feature we should use for classification, a simple idea is used consisting of the principle of superposition of the test data in the corresponding region of input data after k-nearest neighbors (KNN) calculation. The algorithmic method of KNN was used to give a complete 2D presentation in a geometrical plot of the data.

### 2.2 Classification method

Different suitable methods of classification can be used in this application. Fuzzy logic is selected as a classification method that provides a successful alternative for easy classification, as it is in general a robust method. It has also the advantages to deal with uncertainty problems and usually gives good results for various areas. Fuzzy logic is widely used in medical applications for diagnosis of tuberculosis, cancer, asthma, diabetes, aphasia, malaria, HIV, pulmonary embolism, cortical malformations and pancreatic diseases [10]. Fuzzy logic has been implemented for an earlier detection of breast cancer [11, 12]. Results are found to be very useful and helpful for oncologists, radiologists and doctors. Thus, fuzzy logic, as an intelligent method, will be of great help especially when saving patient lives is possible. The process of fuzzy logic based classification includes three principal steps [13]:

- Fuzzification of input variables and choice of suitable membership functions;
- Construction of fuzzy rules and making decisions;
- Defuzzification.

An explanatory illustration of the fuzzy inference process is shown in Fig. 4.

In fact, the model parameters (received data) undergo a feature’s extraction process (information), which is a preparatory step for the classification method. The resulting data are then fuzzified using membership functions. Afterward, fuzzy values are analyzed using fuzzy rules to get the fuzzy outputs. After defuzzification, the new data are then compared and classified with similarities to get the desired clusters.

Fuzzification is the conversion of crisp input data into fuzzy values or linguistic variables using membership functions. These fuzzy values reflect the human perspective of the given system. These fuzzifiers are membership functions determined depending on a subjective view of the problem and an individual’s perception of the situation. Depending on the desired class and performances, simple functions are used to build membership functions, such as triangular, trapezoidal and Gaussian ones.
Fuzzy rules, which have the general form of “IF X is A THEN Y is B”, are destined to map the fuzzy input X to the fuzzy output Y. In a logical context, X is referred to as a linguistic variable and A is a linguistic value. The ‘IF’ part of the rule is called antecedent; the ‘THEN’ part is called consequent. Connection between the rules is achieved using logical operators AND, OR and NOT. AND or min takes always the minimum of the functions value. OR (max) takes the maximum of the presented functions.

Defuzzification is the conversion of a fuzzy set quantity to a precise and deterministic set quantity. This step is necessary because in several applications, where the implementation is required, machines could only work with crisp or binary values and not with linguistic variables.

After defuzzification, the new data are compared and classified to get desired clusters [14]. Two important types of fuzzy logic systems exist and are much used for diagnosis: Mamdani inference [15, 16] and Takagi–Sugeno (TS) inference [17].

The Mamdani method is suitable for nonlinear systems, characterized by a fuzzy set consequent in the fuzzy rule that has the following form:

\[ R : \text{IF } L(x_1, \ldots, s_k \text{ is } A_k) \text{ THEN } (y_1 \text{ is } B_1, \ldots, y_n \text{ is } B_k), \]

where:
- \( x_1, \ldots, x_k \) are the inputs of membership functions;
- \( A_1, \ldots, A_k \) are the fuzzy sets of the antecedent part;
- \( y_1, \ldots, y_n \) are the outputs of the membership functions;
- \( B_1, \ldots, B_n \) are the fuzzy sets of the consequent part and \( L \) is the logical function connecting the propositions.

For the TS method, the output membership function or more precisely the rule consequent is only linear or constant. If the rule consequent is constant we call the model a zero-order Sugeno model, which has the following form:

\[ R_0 : \text{IF } L(x_1, \ldots, s_k \text{ is } A_k) \text{ THEN } y = k, \]

where \( k \) is a crispy constant defined by the operator.
If the rule consequent is a linear function the Sugeno model is called a first-order Sugeno model with the following expression:

$$R_1: \text{IF } L(x_1 \text{ is } A_1, \ldots, S_k \text{ is } A_k) \text{ THEN } y = f(x_1, \ldots, x_n).$$

3 Results and discussion

3.1 PCA computing

A database composed of six muscles is used in order to use the PCA method well. This database will serve to determine the suitable feature. Three different muscles of two animals of different ages are used. The test data should be unknown. For that, two spectra will be used for learning and two others for testing in every case.

Singular-value decomposition is chosen following the study done in [18]. The decomposition of the normalized matrix “X” is done according to

$$X'' = U S V',$$

where $S$ is the $n \times p$ diagonal matrix with singular values $\sigma_i$ of the matrix $X$ in diagonal form. We also have

$$S_{ii} = \sigma_i$$

and singular values are already sorted in a decreasing order, i.e.,

$$\sigma_1 > \sigma_2 > \sigma_2 >> \sigma_p.$$  (5)

The relationship between the singular value $\sigma_i$ and the eigenvalue $\lambda$ is given by

$$\sigma_i = \sqrt{\lambda_i},$$

where $U$ is the $n \times n$ left singular-valued vector matrix of $X$, $V$ is the $p \times p$ right singular-valued matrix of $X$ and both are orthogonal matrices. The principal components $F$ can be calculated by equation (7), i.e.,

$$F = X.V = U.S.V'.V = U.S.$$  (7)

Before dealing with PCA computing, the inputs and test data of the three cases, MP, CP and MP + CP are defined. The test data have exactly the same dimension as the input data.

The result of the superposition of model parameter test data on the KNN partition corresponds to an accuracy equal to 100%, as shown in Fig. 5. The accuracy for the characteristic points is 66% with four erroneous outputs. For the feature composed
Fig. 5: Superposition of model parameter test inputs to the KNN graph.

by the characteristics points and model parameters we get 12 correct outputs that correspond to an accuracy of 100%.

Feature extraction based on the use of model parameters and characteristic points shows good results but with the consideration of the use of reduced inputs in the network we choose to work with the model parameters only for the classification that also gives an accuracy of 100%.

3.2 Zero-order Sugeno model

The classification is carried out using the TS method, which is similar to the Mamdani model in fuzzifying the inputs and applying the fuzzy operator. The major reason of this choice is that the TS method output membership can be either constant (zero-order) or linear (first-order), corresponding exactly to the application specifications. The zero-order TS method with constant output memberships is exactly the solution that permits to get an accurate diagnosis and that corresponds to the problematic. For each muscle we appoint a corresponding constant number:

- 1 for the muscle LD beef (M1);
- 2 for the muscle RA beef (M2);
- 3 for the muscle SM veal (M3);
- 4 for the muscle LD veal (M4).

And for each muscle we appoint a corresponding constant number as output:

- 1 for fresh meat (F);
- 2 for edible meat (E);
- 3 for critical meat (C);
- 4 for dangerous meat (D).
The fuzzy logic process (Fig. 6) is composed of two fuzzy logic systems that have been used for meat diagnosis; the first for the classification of the muscle type, the second for finding the freshness, to classify the meat in four classes that correspond to four different periods of time: fresh meat, edible meat, critical meat and dangerous meat.

The output membership function or more precisely the rule consequent is only constant. We have

\[ R_0 : \text{IF } L(x_1 \text{ is } A_1, \ldots, s_k \text{ is } A_k) \text{ THEN } y = k. \]

### 3.2.1 Membership functions

The first step of the muscle type classification consists of the choice of the input and output variables and selecting carefully their intervals’ ranges. By this step, we try to collect the data which generate the same output in one interval range. This process is carried out for all the inputs. In one side, we define the three model parameters \( R_e, R_i \) and \( C \), extracted from bioimpedance measurements as the inputs [5]; the output corresponds to the muscles \( \text{LD}_{\text{Beef}}, \text{RA}_{\text{Beef}}, \text{SM}_{\text{Veal}} \) and \( \text{LD}_{\text{Veal}} \). After several trials for the muscle type classification, we select the Gaussian membership functions (MF) defined by a central value \( c \) and a standard deviation \( \sigma > 0 \). We have

\[
\mu_A(x) = f(x, \sigma, c) = e^{-\frac{(x-c)^2}{2\sigma^2}}. 
\]  

(8)

For each of the three inputs \( R_e, R_i \) and \( C \), we attribute the Gaussian membership functions associated with the intervals’ ranges extracted from the database. It is necessary to use different zones for each input due to the performance of the learning. We attribute five membership degrees to the inputs \( R_e \) and \( C \) and three to the input \( R_i \). For each input the corresponding number of MF that leads to a high accuracy and that avoids the overlapping for the hole database represents the type of the meat.

For the fuzzy logic of freshness classification, the major difference with the fuzzy logic of muscle classification is that we do the learning for each muscle separately in order to determine the aging that corresponds to its freshness. The three model parameters \( R_e, R_i \) and \( C \) are defined as inputs and affected the trapezoidal MF after several trials.
The fuzzy logic classification results show an accuracy of 100%. The result of each muscle is in the close interval of the corresponding value; for example, for the veal SM, the accepted result that corresponds to this muscle should be in the range from 2.5 to 3.5.

The fuzzy logic classification for noisy inputs reaches the same results as the used inputs. In the diagnosis process, the choice of confidence areas is decisive in order to support the learning process. We select and define the period of time such as:
- fresh, between day 2 and day 3;
- edible, between day 4 and day 6;
- critical, between day 7 and day 10;
- dangerous, more than day 11.

According to the defined periods, the accuracy is 84.62% for the beef LD, 92.31% for the beef RA, 100% for the veal SM and 61.54% for the veal LD.

4 Conclusion

Feature extraction using model parameters leads to a high accuracy. Suitable data for meat diagnosis are able to correctly classify muscle types and states. Fuzzy logic allows for an easy method of classification. It correctly classifies the inputs to the corresponding classes for the first step of meat type with a recognition index equal to 100%.

For the freshness classification, fuzzy logic reaches a recognition index equal to 84.62% for the beef LD, 92.31% for the beef RA, 100% for the veal SM and 61.54% for the veal LD.

Fuzzy logic has many advantages which can be beneficial in the monitoring process of meat quality. These advantages are especially the consideration of noisy inputs, the tolerance that leads to a compact program according to the conception procedure and finally the simplicity.
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