8 Method for solving intuitionistic fuzzy assignment problem

Abstract: The method to find an answer for assignment problem (AP) under intuitionistic fuzzy domain is proposed in this chapter. Due to the irregular rising and falling of the present market economy, here we have assumed that the assignment costs are not always fixed. Therefore, the assignment costs are imprecise in nature. In the existing literature, different approaches have been used, which are interval, fuzzy, stochastic, and fuzzy–stochastic approaches to represent the impreciseness. In this chapter, we have represented impreciseness taking intuitionistic fuzzy numbers (IFN). The proposed method is hinged on ranking of IFN and use of well-known Hungarian method. Here, we have used a newly proposed centroid concept ranking method for IFNs. In this chapter, we have solved AP where costs for assignment are taken as triangular IFNs. A numerical example has been considered to derive the optimal result and also to adorn the applicability of the suggested method. In the end, concluding remarks and future research of the proposed approach have been presented.
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8.1 Introduction

Assignment problem (AP) is effectively used in solving realistic problems for finding the best alternative solutions. AP plays an essential role in managerial decision-making. It is related to the problem of production planning, scheduling, and engineering design problem. The basic task of AP is to allocate many tasks/jobs in a more efficient way such that ideal assignment can be obtained in an acceptable limit. In an AP, \( n \) workers and \( n \) jobs and effectiveness of each worker for each job, the problem involves in assigning each worker to only one job so that the total amount of effectiveness is optimized. In reality, different procedures and algorithms, namely, linear programming method [1–3], Hungarian algorithm [4], neural network method [5], genetic algorithm [6], and so on were used to solve the AP. In traditional AP, it is assumed that all the parameters related to AP are fixed valued. Notwithstanding in reality, these parameters are not fixed due to uncertainty and lack of proper information. The uncertainty may occur resulting from some factors: (i) decision maker has
no sense about the assignment parameters when a job is to be scheduled at the beginning time, as a result some uncertainty may occur with regard to assignment parameters; (ii) nowadays present market economy is always flooded, that is, always unstable due to competing market and, as a consequence, the assignment cost is totally changeable. To succeed in dealing with these types of condition, the problem can be framed using the notion of uncertainty and parameters are served as imprecise/uncertain in nature. In such possible situations, fuzzy set (FS) theory plays an important role in picking up such situation. The theory of FS was originated by Zadeh [7] in 1965 and it dealt with imprecision and vagueness in real-world situations. In the year 1970, Belmann and Zadeh [8] introduced the notion of decision-making problems assuming uncertainty. Here, we have served imprecise parameters considering fuzzy numbers. Therefore, the fuzzy AP (FAP) yields an efficient framework that solves real-life problems with uncertain information. In the last few years, several efforts have been made in the existing relevant works for solving FAP. A number of researchers [9–15] have formulated AP in different sectors/areas such as firm management, vehicle routing, and network management considering fuzzy parameters and/or interval parameters. For solving these problems, they have also used several mathematical techniques/methods like linear programming technique and genetic algorithm. Chen and Chen [16] described about fuzzy optimal solution of the AP based on the ranking of generalized fuzzy numbers. Fuzzy risk analysis based on ranking fuzzy numbers using \( \alpha \)-cuts was proposed by Chen and Wang. Rommelfanger [17] discussed a ranking of fuzzy cost present in the FAP, which takes more advantages over the existing fuzzy ranking methods. Kar et al. [18] unfolded the fuzzy generalized AP with restriction on available cost. Solution of FAP with ranking of generalized trapezoidal fuzzy numbers was resolved by Thangavelu et al. [19]. Andal et al. [20] discussed a technique to minimize cost flow of FAP considering fuzzy membership. Pramanik and Biswas [21] introduced multiobjective AP with generalized trapezoidal fuzzy numbers. Mukherjee and Basu [22] suggested the application of fuzzy ranking method for solving AP with fuzzy cost. Very recently, Sahoo and Ghosh [23] solved AP with linguistic costs.

In fuzzy optimization technique, the degrees of receiving objective functions and constraints are considered. FS theory has also been evolved in several fields and its different modifications/upgradations have come to light. The most important generalizations of FS theory is an intuitionistic FS (IFS) which was originated by Atanassov [24] in 1986. The concept of IFS is an alternative approach to define FS in the case where information is not available sufficiently for defining impreciseness by means of ordinary FS. An IFS is characterized by the degree of acceptance and degree of rejection. The IFS theory has been applied in different fields including decision-making. For more details, one may refer to the works of Jana and Roy [25], Roy et al. [26], and Kumar and Hussian [27].

In this chapter, we have considered intuitionistic FAP (IFAP). To solve the IFAP, we have used a new ranking method based on centroid concept introduced by Arun
Prakash et al. [28]. Then the AP has been remodeled into an AP whose parameters are fixed/crisp valued and solved by linear programming method and/or Hungarian method [4]. An example has been studied to obtain the optimal result and also to illustrate the applicability of the proposed method. The rest of the chapter is presented as follows:

In Section 8.2, brief notions about IFSs and fuzzy numbers are described. Mathematical formulation of AP is given in Section 8.3. Section 8.4 gives the solution methodology of the IFAP. In Section 8.5, a numerical example is given for illustration purpose. Section 8.6 concludes the chapter with further scope of research.

8.2 Preliminaries

In this section, a brief idea about IFSs and fuzzy numbers used in this chapter is presented.

Definition 8.1 ([23]). Let $X$ be a given nonempty set. An IFS $\tilde{A}$ in $X$ is defined by $\tilde{A} = \{ (x, \mu_\tilde{A}(x), \gamma_\tilde{A}(x)) : x \in X \}$ where $\mu_\tilde{A}(x): X \rightarrow [0,1]$ and $\gamma_\tilde{A}(x): X \rightarrow [0,1]$ define, respectively, the degree of acceptance and degree of rejection of the element $x \in X$ to the set $\tilde{A}$ which is a subset of $X$ and every $x \in X$, $0 \leq \mu_\tilde{A}(x) + \gamma_\tilde{A}(x) \leq 1$. Again each IFS $\tilde{A}$ in $X$, the function $\pi_\tilde{A}(x) = 1 - \mu_\tilde{A}(x) - \gamma_\tilde{A}(x)$ is called the degree of hesitation. If $\pi_\tilde{A}(x) = 0$ for all $x \in X$ then IFS becomes FS.

Definition 8.2. An IFS $\tilde{A}$ is called normal if there exists $x_0 \in X$ such that $\mu_\tilde{A}(x_0) = 1$ and $\gamma_\tilde{A}(x_0) = 0$.

Definition 8.3. An IFS $\tilde{A}$ is called convex if for all $x_1, x_2 \in X$ and $0 \leq \lambda \leq 1\mu_\tilde{A}(\lambda x_1 + (1-\lambda)x_2) \geq \min\{\mu_\tilde{A}(x_1), \mu_\tilde{A}(x_2)\}$ and $\gamma_\tilde{A}(\lambda x_1 + (1-\lambda)x_2) \geq \min\{\gamma_\tilde{A}(x_1), \gamma_\tilde{A}(x_2)\}$.

Definition 8.4. Support of IFS $\tilde{A}$ with universal set $X$ is denoted by Support ($\tilde{A}$) and is defined by Support ($\tilde{A}$) = $\{x: \mu_\tilde{A}(x) > 0 \text{ and } \gamma_\tilde{A}(x) \leq 1, x \in X\}$.

Definition 8.5. An IFS $\tilde{A} = \{ (x, \mu_\tilde{A}(x), \gamma_\tilde{A}(x)) : x \in X \}$ of the real line is called an IFN if (i) $\tilde{A}$ is intuitionistic fuzzy (IF) normal; (ii) $\tilde{A}$ is IF convex; (iii) $\mu_\tilde{A}(x)$ is upper semicontinuous and $\gamma_\tilde{A}(x)$ is lower semicontinuous; and (iv) Support($\tilde{A}$) is bounded.
Definition 8.6. An IFN $\tilde{A} = (a_1, a_2, a_3)(\tilde{a}_1, \tilde{a}_2, \tilde{a}_3)$ where $\tilde{a}_1 \leq a_1 \leq a_2 \leq a_3 \leq \tilde{a}_3$ is said to be triangular IFN if its membership and nonmembership functions, respectively, are defined as follows:

$$
\mu_{\tilde{A}}(x) = \begin{cases} 
\frac{x-a_1}{a_2-a_1} & \text{if } a_1 \leq x \leq a_2 \\
\frac{a_3-x}{a_3-a_2} & \text{if } a_2 \leq x \leq a_3 \\
0 & \text{otherwise}
\end{cases}
$$

and

$$
y'_{\tilde{A}}(x) = \begin{cases} 
\frac{a_2-x}{a_2-a_1} & \text{if } \tilde{a}_1 \leq x \leq a_2 \\
\frac{x-a_2}{a_3-a_2} & \text{if } a_2 \leq x \leq \tilde{a}_3 \\
1 & \text{otherwise}
\end{cases}
$$

Definition 8.7 ([27]). The centroid point $(\tilde{x}(A), \tilde{y}(A))$ of triangular IFN $\tilde{A} = (a_1, a_2, a_3)$ $(\tilde{a}_1, \tilde{a}_2, \tilde{a}_3)$ can be determined by

$$
\begin{align*}
x_{\mu}(A) &= \frac{a_1 + a_2 + a_3}{3} \\
x_{y}(A) &= \frac{2\tilde{a}_1 - a_2 + \tilde{a}_3}{3} \\
y_{\mu}(A) &= \frac{1}{3} \\
y_{y}(A) &= \frac{2}{3}
\end{align*}
$$

and

Definition 8.8 ([27]). The ranking function of the triangular IFN $\tilde{A}$ is defined by

$$
\rho(\tilde{A}) = \left(\frac{1}{2} (x_{\mu}(A) - y_{\mu}(A))^2 + \frac{1}{2} (x_{y}(A) - y_{y}(A))^2\right)^{\frac{1}{2}}
$$

Theorem 8.1. Let $\tilde{A}$ and $\tilde{B}$ be two triangular IFNs then $\rho(\tilde{A} + \tilde{C}) > \rho(\tilde{B} + \tilde{C}) \Rightarrow \tilde{A} + \tilde{C} \succeq \tilde{B} + \tilde{C}$.

Proof. $\rho(\tilde{A} + \tilde{B}) = \rho(\tilde{A}) + \rho(\tilde{B})$ and $\rho(\tilde{B} + \tilde{C}) = \rho(\tilde{B}) + \rho(\tilde{C})$

Now if, $\tilde{A} \succeq \tilde{B}$ then $\rho(\tilde{A} + \tilde{C}) > \rho(\tilde{B} + \tilde{C}) \Rightarrow \tilde{A} + \tilde{C} \succeq \tilde{B} + \tilde{C}$.

Theorem 8.2. Let $\tilde{A}$ and $\tilde{B}$ be two triangular IFNs, then,

$\tilde{A} < \tilde{B}$ if $\rho(\tilde{A}) < \rho(\tilde{B})$

$\tilde{A} > \tilde{B}$ if $\rho(\tilde{A}) > \rho(\tilde{B})$

$\tilde{A} = \tilde{B}$ if $\rho(\tilde{A}) = \rho(\tilde{B})$
8.3 Mathematical formulation of assignment problem

Suppose there are \( n \) jobs to be performed and \( n \) workers/machines are available for doing these jobs. Here we have assumed that each worker/machine can do each job at a time, though with swing degree of efficiency. Let \( c_{ij} \) be the cost or time if the \( i \)th person/machine is assigned the \( j \)th job, the problem is to find an assignment so that the entire cost of payment or time for performing all jobs are minimum.

Mathematically, AP can be modeled as follows:

Minimize \( z = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}x_{ij}, \ (i, j = 1, 2, ..., n) \)  

Subject to \( x_{ij} = \begin{cases} 1 \text{ if } i \text{th worker/machine is assigned } j \text{th job} \\ 0 \text{ if } i \text{th worker/machine is not assigned } j \text{th job} \end{cases} \)

\( \sum_{j=1}^{n} x_{ij} = 1, \ i = 1 (1) n \)

and

\( \sum_{i=1}^{n} x_{ij} = 1, \ j = 1 (1) n \)

where \( x_{ij} \) denotes that \( j \)th job is to be assigned to the \( i \)th worker/machine.

In most of the cases, it is observed that the cost of payment/time of assignment is not precise due to the fluctuation of market economy and, hence, we have assumed that the assignment costs/times are imprecise and have also considered that they are fuzzy numbers \( \tilde{c}_{ij}(i = 1 (1) n \text{ and } j = 1 (1) n) \). Then AP (8.1) becomes FAP, which can be written as follows:

Minimize \( \tilde{z} = \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij}x_{ij}, \ (i, j = 1, 2, ..., n) \)  

Subject to \( x_{ij} = \begin{cases} 1 \text{ if } i \text{th worker/machine is assigned } j \text{th job} \\ 0 \text{ if } i \text{th worker/machine is not assigned } j \text{th job} \end{cases} \)

\( \sum_{j=1}^{n} x_{ij} = 1, \ i = 1 (1) n \)

and

\( \sum_{i=1}^{n} x_{ij} = 1, \ j = 1 (1) n \)

where \( x_{ij} \) denotes that \( j \)th job is to be assigned to the \( i \)th person/machine.
Theorem 8.3. If $x_{ij} = X_{ij}$ minimizes $\tilde{z} = \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij} x_{ij}$ over all $x_{ij} = 0$ or 1 such that \(\sum_{j=1}^{n} x_{ij} = 1\), then $x_{ij} = X_{ij}$ also minimizes $\tilde{z} = \sum_{i=1}^{n} \sum_{j=1}^{n} c'_{ij} x_{ij}$ where $c'_{ij} = \tilde{c}_{ij} - \tilde{u}_i - \tilde{v}_j$.

Proof. Let $x_{ij} = X_{ij}$ minimizes the total cost $\tilde{z} = \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij} x_{ij}$ over all $x_{ij} = 0$ or 1 and \(\sum_{j=1}^{n} x_{ij} = 1\).

Now it is to be shown that $x_{ij} = X_{ij}$ also minimizes a new cost $\tilde{z}' = \sum_{i=1}^{n} \sum_{j=1}^{n} (\tilde{c}_{ij} - \tilde{u}_i - \tilde{v}_j)$ $x_{ij}$ where $\tilde{u}_i$ and $\tilde{v}_j$ are imprecise cost constants subtracted from cost matrix $(\tilde{c}_{ij})_{n \times n}$.

Again $\tilde{z}' = \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij} x_{ij} - \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{u}_i x_{ij} - \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{v}_j x_{ij} = \tilde{z} - \sum_{i=1}^{n} \tilde{u}_i \sum_{j=1}^{n} x_{ij} - \sum_{j=1}^{n} \tilde{v}_j \sum_{i=1}^{n} x_{ij}$

$z - \sum_{i=1}^{n} \tilde{u}_i - \sum_{j=1}^{n} \tilde{v}_j$

So, here $\tilde{z}'$ is independent of $x_{ij}$'s, and hence $\tilde{z}'$ is minimized when $\tilde{z}$ is minimized and vice versa.

Theorem 8.4. In an AP with cost matrix $(\tilde{c}_{ij})_{n \times n}$, if all $\tilde{c}_{ij} \geq \tilde{o}$ then a feasible solution $x_{ij}$ is optimal when $\sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij} x_{ij} = \tilde{o}$.

Proof. Since all $\tilde{c}_{ij} \geq \tilde{o}$ and all $x_{ij} \geq 0$, therefore $\left( \tilde{z} = \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij} x_{ij} \right) \geq \tilde{o}$. Hence, the minimum possible value of $\tilde{z} = \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij} x_{ij}$ can attain is always $\tilde{o}$. Then any feasible solution $x_{ij}$ is optimal iff $\sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{c}_{ij} x_{ij} = \tilde{o}$.

8.3.3 The Hungarian method

The following method applies Theorem 8.4 to a given $n \times n$ cost matrix to obtain an optimal assignment [4].

Step 1: For each row $i, i = 1, 2, ..., n$, let $c_{ir}, r \in \{1, 2, ..., n\}$ be the smallest entry and calculate $c_{ij} - c_{ir}$ for each $i$ and $r \in \{1, 2, ..., n\}$.

Obviously Min $\{c_{ij} - c_{ir}\} = 0$, for each $i$ and $r \in \{1, 2, ..., n\}$.

Step 2: For each column $j, j = 1, 2, ..., n$, let $c_{kj}, k \in \{1, 2, ..., n\}$ be the smallest entry and calculate $c_{ij} - c_{kj}$ for each $j$ and $k \in \{1, 2, ..., n\}$.

Obviously Min $\{c_{ij} - c_{kj}\} = 0$, for each $j$ and $k \in \{1, 2, ..., n\}$.

Step 3: Find minimum number of lines $l$ (say) in such a way that $l$ lines covered all the zero entries of the cost matrix.

Step 4: Now, either $l = n$ or $l < n$. If $l = n$, then an optimal assignment is arrived. (ii) If $l < n$ then go to Step 5.

Step 5: Find the smallest entry not covered by any line, subtract this from each uncovered row and column, and then add it to junction entry and go to Step 3.
8.4 Solution methodology

Suggested approach of solution procedure of linguistic AP is as given below:

**Step 1:** Find $\rho(\tilde{c}_{ij})$ of each $\tilde{c}_{ij}$ using ranking function defined in Definition 8.8.

**Step 2:** Check whether the given AP is balanced or not.
   (i) If the AP is a balanced then go to **Step 4**.
   (ii) If the AP is unbalanced then go to **Step 3**.

**Step 3:** Make dummy rows and/or columns with zero cost so as to form a balanced AP.

**Step 4:** Solved by method A: (existing linear programming problem method) and/or method B: (the Hungarian method described in Section 8.3.3) to obtain the appropriate assignments.

**Method A:** Solve
\[
\text{Minimize } z = \sum_{i=1}^{n} \sum_{j=1}^{n} \rho(\tilde{c}_{ij})x_{ij}
\]
subject to \[
\sum_{j=1}^{n} x_{ij} = 1, \quad j = 1, 2, \ldots, n
\]
\[
\sum_{i=1}^{n} x_{ij} = 1, \quad i = 1, 2, \ldots, n
\]
\[x_{ij} \in \{0, 1\}\]

**Method B:** Find an optimal assignment using Hungarian algorithm.

8.5 Numerical example

In this section, we have considered an IFAP with three resources $W_1, W_2, W_3$ and three jobs $J_1, J_2, J_3$ with IF assignment cost. The cost matrix $(\tilde{c}_{ij})_{3 \times 3}$ is given below whose elements are triangular IFNs.

<table>
<thead>
<tr>
<th></th>
<th>$J_1$</th>
<th>$J_2$</th>
<th>$J_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Resource</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W_1$</td>
<td>(4,7,14)(3,7,24)</td>
<td>(12,14,16)(11,14,28)</td>
<td>(8,15,25)(7,15,30)</td>
</tr>
<tr>
<td>$W_2$</td>
<td>(6,18,25)(5,18,28)</td>
<td>(13,19,28)(12,19,36)</td>
<td>(20,25,33)(19,25,38)</td>
</tr>
<tr>
<td>$W_3$</td>
<td>(20,25,38)(19,25,42)</td>
<td>(2,11,14)(1,11,19)</td>
<td>(6,12,15)(5,12,20)</td>
</tr>
</tbody>
</table>

**Solution:** Here, it is seen that the IFAP is a balanced one. Now, we have obtained $R(\tilde{c}_{ij})$ of each $\tilde{c}_{ij}$ using ranking function mentioned in Definition 8.8. Now the reduced problem is as follows:
Then, the AP can be modeled in the following linear programming problem as follows:

\[
\text{Minimize } z = 12.02x_{11} + 15.67x_{21} + 29.58x_{31} + 15.57x_{12} + 22.49x_{22} + 8.33x_{32} \\
+ 17.41x_{13} + 27.38x_{23} + 11.35x_{33}
\]

(8.3)

Subject to

\[
x_{11} + x_{21} + x_{31} = 1; \quad x_{12} + x_{22} + x_{32} = 1; \quad x_{13} + x_{23} + x_{33} = 1; \\
x_{11} + x_{12} + x_{13} = 1; \quad x_{21} + x_{22} + x_{23} = 1; \quad x_{31} + x_{32} + x_{33} = 1;
\]

\[x_{ij} \in \{0,1\}, \quad i = 1,2,3,4 \text{ and } j = 1,2,3\]

Solving problem (8.3) we get the optimal assignments \(W_1 \rightarrow J_3, \ W_2 \rightarrow J_1, W_3 \rightarrow J_2\). Also proceeding by the Hungarian method, the optimal assignments are \(W_1 \rightarrow J_2, \ W_2 \rightarrow J_1, W_3 \rightarrow J_3\). Now, for optimal assignments \(W_1 \rightarrow J_3, \ W_2 \rightarrow J_1, W_3 \rightarrow J_2\) the minimum assignment cost in terms of IF is \((8,15,25)(7,15,30) + (6,18,25)(5,18,28) + (2,11,14)(1,11,19)\), that is, \((16,44,64)(13, 44, 77)\) and for optimal assignments \(W_1 \rightarrow J_2, \ W_2 \rightarrow J_1, W_3 \rightarrow J_3\) the minimum assignment cost in terms of IF is \((12,14,16)(11,14,28) + (6,18,25)(5,18,28) + (6,12,15)(5,12,20)\), that is, \((24, 44, 56)(21, 44, 76)\). More effectively, in reality the assignment cost cannot be taken as fixed/precise one.

So, in this chapter we have solved an AP considering each cost of the assignment is IF. For this purpose, to solve the AP with IF cost we have used the ranking function method defined in Definition 8.8 For the IF optimal costs \((16,44,64)(13, 44, 77)\), we have obtained \(\rho((16,44,64)(13, 44, 77)) = 31.95\) and \(\rho((24,44,56)(21, 44, 76)) = 33.59\). Using, Theorem 8.2, we have seen that \(\rho((16,44,64)(13, 44, 77)) < \rho((24,44,56)(21, 44, 76))\); hence, \((16,44,64)(13, 44, 77)\) is the minimum assignment cost.

### 8.6 Conclusion

In this chapter, AP with IF assignment cost/time is considered and its solution procedure has been established. AP is one of the most essential problems in decision-making. In everyday situations, parameters of the AP are imprecise. The AP with IF cost is more reasonable than the AP with precise parameters because most of the
real-life events are from uncertain domain. The proposed procedure presented here is very effortless and easy for implementation. This solution procedure is based on IF representation of assignment parameters and ranking measure of IF parameters. Here, a newly developed ranking measure based on centroid concept has been used. Then, the AP has been transformed to an AP whose parameters are crisp/precise valued and solved by the existing Hungarian method/linear programming method. Lastly, an IFAP has been solved, and evaluated results have been conferred and measured. It may be asserted that the entire solution procedure set out in this chapter can be put in to solve other realistic decision-making problems in the near future demanding IF parameters.
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