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14 Against AI-improved Personal Memory
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Abstract
In 2017, Tom Gruber held a TED talk, in which he presented a vision of improving 
and enhancing humanity with AI technology. Specifically, Gruber suggested that an 
AI-improved personal memory (APM) would benefit people by improving their “men-
tal gain”, making us more creative, improving our “social grace”, enabling us to do 
“science on our own data about what makes us feel good and stay healthy”, and, for 
people suffering from dementia, it “could make a difference between a life of isolation 
and a life of dignity and connection”.

In this paper, Gruber’s idea will be critically assessed. Firstly, it will be argued 
that most of his pro-arguments for the APM are questionable. Secondly, the APM will 
also be criticized for other reasons, including the risks and affects to the users’ and 
other’s privacy and the users’ autonomy.

14.1 Introduction

In 2017, Tom Gruber – one of the creators of Siri33 – held a TED talk in which he sug-
gested that AI technology should be used to enhance our memory functions. Gruber 
suggested that this technology would be beneficial for people suffering from demen-
tia, but that it would also be beneficial for healthy adults (Gruber 2017; henceforth all 
quotations from Gruber are from this reference).

In this paper I will critically assess Gruber’s idea. This paper will be structured as 
follows. First, I will briefly summate Gruber’s talk, with a focus on what is relevant 
for the upcoming discussion. Second, I will briefly discuss the challenges of ethical 
analysis of future technologies. Third, I will present a critical evaluation of Gruber’s 
argument and the overall idea. Fourth, and lastly, I will end the paper by a summation 
and concluding discussion.

14.2 Background

Gruber’s TED talk was about what he calls ‛humanistic AI’ – AI technology that col-
laborates with and augments humans. Thus, instead of asking “How smart can we 
make our machines?” Gruber suggests that we ask, “How smart can our machines 
make us[?]”

33 Siri is virtual assistant that can respond to voice commands.
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Gruber supports the idea of using AI technology to augment or enhance humans, 
by noting that AI and human combined often can get better results than an AI or a 
human alone. For example, with cancer diagnosis the “partnership eliminated 85 per-
cent of the errors that the human pathologist would have made working alone”, while 
also improving upon the results of AI working alone.

Gruber’s idea that AI should be used to enhance and improve humanity is a good 
response to the fear that many have that AI will compete with humans and, for exam-
ple, cause mass-unemployment. While the general idea of improving humanity by 
technology is an idea worthy of discussion, this paper will address Gruber’s specific 
suggestion about how to improve humanity.

So how can AI improve humanity? Gruber’s suggestion is that AI can improve our 
memory functions. As Gruber argues, “Human memory is famously flawed” and this 
could be improved by AI-technology that would enable us to “remember every person 
you ever met, how to pronounce their name, their family details, their favorite sports, 
the last conversation you had with them” (henceforth I will refer to this technology as 
‛APM’ – AI-improved personal memory).

Gruber thinks an APM would help us “reflect on the long arc of […] relationships” 
and give us “social grace”. He argues that since we could “retrieve anything [we’ve] 
ever seen or heard before”, this would enable us to make “new connections and form 
new ideas” – increasing our “mental gain”. He also thinks that for those “who suffer 
from Alzheimer’s and dementia, the difference that augmented memory [i. e., APM] 
could make is a difference between a life of isolation and a life of dignity and connec-
tion”. Lastly, Gruber thinks that an APM would enable us to improve our bodies be-
cause we “remember the consequences of every food we eat, every pill we take, every 
all-nighter we pull”, which would enable us to do experiments on our own bodies on 
how to make us feel good and stay healthy. Indeed, he thinks “this could revolution-
ize the way we manage allergies and chronic disease.”

Thus, we have a set of four arguments: social improvement, mental gain and 
creativity, help for the sick, and benefits from self-experiments. Lastly, Gruber sug-
gests that this technology is not a dream, but “that AI will make personal memory 
enhancement a reality”. While he “can’t say when or what form factors are involved”, 
he thinks “it’s inevitable”, in part because we already “lead digitally mediated lives, 
in mobile and online.”

The description of the APM is somewhat sparse. Analyzing the ethical challenges 
or benefits of a technology with so many unknown factors is difficult. Thus, in the 
next section we will turn to this challenge. But before doing so it should be noted 
that while Gruber clearly uses the concept of enhancement, I believe it is fair to think 
of this simply in terms of improvement. Although there is a substantial literature on 
enhancement issues that could be relevant to this discussion, I will – because of word 
limits – ignore most of that literature to be able to focus on a broader set of issues. 
However, one distinction worth keeping in mind is that between “doing less worse” 
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and “doing better”, where the former can arguably be applied to the sick and the latter 
to the health (see Dekkert and Olde Rikkert 2007 p. 149).

14.3 The challenge of analyzing future technology

When doing applied ethical analyses of technology, we can either be reactive (i. e., 
analyzing a technology that is already available and accessible) or proactive (i. e., an-
alyzing a technology that is not yet available and hence inaccessible).34

In this case the technology is not available, so we must either wait to do a reactive 
analysis, or our analysis must be proactive. On the one hand, doing a reactive analysis 
is beneficial because we can have access to all relevant information about a technolo-
gy and hence – at least in theory – make a complete evaluation of all ethically salient 
factors. On the other hand, doing a proactive analysis has the benefit of making it 
possible to make ethical analysis before the technology is available; it allows us to 
evaluate technologies that are bad or harmful, before they hit the market.

The proactive approach should optimally be balanced by discussing all ethically 
relevant ways a technology could possibly be realized.35 While that is a requirement 
that is practically implausible I will attempt to satisfy part of it by introducing a basic 
distinction on how this technology may be developed (with a focus on how the “infor-
mation” or “memories” from the AI is fed to the user or host):

 – APM-MEM: Achieves a seamless integration with its user
 – That is, the information from the APM-MEM is fed to the brain in a manner 

that makes it phenomenologically indistinguishable from the host’s biologi-
cally stored memories.

 – APM-INF: feeds information to its user
 – That is, the information feed from an APM-INF is phenomenologically distin-

guishable from the host’s biologically stored memories.

While the APM-MEM may strike many of you – for good reasons – as science-fiction 
(requiring not only advanced AI-technology, but a brain-machine interface that al-
lows the translation of computer-stored information to something cognitive experi-
ences similar to memory-experiences), I am not using this distinction to highlight 
the most plausible ways the APM could be developed, rather I am highlighting an 
ethically important distinction. In this case the APM-MEM should be thought of as a 

34 It should be noted that this distinction is not purely dichotomous. As implied by the formulation, 
some technology may be available but not accessible. In other cases, a technology may be only par-
tially accessible (e. g., because of its complexity).
35 There are arguably a lot more to be said about reactive and proactive ethical analyses, but that is 
beyond the scope of this applied analysis.
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brain-machine-interface, connected directly to our brain, while the APM-INF may be 
thought of as working pretty much like a set of Google glasses, feeding information 
through our senses. While APM-INF is likely what Gruber has in mind, we could think 
of APM-MEM as a further-away future possibility.

This distinction also enables us to make further distinctions. For example, we 
may ask if the APM stores something closer to an “objective” version of events that 
we have participated in (e. g., similar to a film of the events) or our “subjective” expe-
riences of these events. Arguably, only an APM-MEM would allow for the latter. How-
ever, to simplify I will avoid this and other possible distinctions in the paper.36 Let us 
turn to the evaluation of the technology.

14.4 Assessing the APM

In assessing the APM I will use the above distinction – between an APM-MEM and 
an APM-INF – when it is relevant for the particular discussion. I will also discuss an-
other point made by Gruber, his suggestion that “We get to choose what is and is not 
recalled and retained.” How this should be understood is not entirely clear, but we 
could imagine that it means that we have some control over the AI and that we can 
delete the memories and/or information contained within. Gruber might also simply 
mean that the AI should respond to queries (which would imply that an APM-INF is 
the more realistic alternative). In the upcoming evaluation, we will see if increased 
user-control will provide a benefit and/or resolve some of the potential challenges. 
Below I will turn to discuss both challenges and benefits, focusing on Gruber’s four 
pro-argument for the APM.

No help for the sick. According to Gruber, the technology is supposed to supply help 
for those suffering from dementia (i. e., the APM would help the sick to do less worse). 
However, that conclusion is questionable. Indeed, with the APM-INF, having a con-
stant reminder would likely cause you pain. Bier (2016) addresses the challenges of 
caring for a person that suffers from dementia. For example, you may be faced with 
a choice of lying or telling them the truth that their life partner died a long time ago, 
which – if they accept it – would cause them to grieve as if they had not heard the 
news before. To protect the patients against psychological harms and continued and 
repeated suffering, we should conclude that lying or withholding certain truths can 
sometimes be an important element of care, for patients suffering from dementia. Be-
cause of this an APM-INF would arguably provide a lower quality of life. The ability to 

36 PCBE (2005) offers various possible distinctions of better or perfect memory, such as “remember-
ing only what we desire” and “remembering things ‛as they really are’ or ‛as they actually happen’”. 
Although they recognize the (biological) implausibility of these accounts of perfect memory, they may 
nevertheless be relevant to keep in mind when reading this paper.
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control it – that is, to choose what to remember – would offer little help in this case, 
since a person suffering from dementia may not be in a position to make those types 
of choices.

One possible alternative is to focus on an APM-INF that only provides a substitute 
for so-called “procedural memories” (i. e., memories that guide our actions, such as 
eating with a spoon). While this could be helpful, it would be an example of a much 
more limited technology. Indeed, although it would be a memory-help for these types 
of patients, it would not be a personal memory. Hence, it is not an argument in favor 
of an APM. Also, procedural memories are more resilient against dementia than other 
types of memories (Alzheimer’s Society 2015).

APM-MEM may prove more helpful, since with a seamlessly integrated memory 
one would not be reminded, one would remember. However, it also means that one 
would have to live through and be aware of one’s cognitive decline (since even if not 
reminded specifically of their diseases, one would likely experience a discrepancy 
between perfect memories and the cognitive decline one would have to go through). 
Indeed, memory decline is but one of several symptoms associated with the diseas-
es (dementia affects “memory, thinking, orientation, comprehension, calculation, 
learning capacity, language, and judgement” [WHO 2017]). While being aware at an 
early stage of dementia can be helpful in planning for one’s future self, it is not ob-
vious that being reminded of one’s decline – at a later stage – would be helpful. It is 
questionable, as Gruber argues, that it would lead to a “life of dignity and connec-
tion.” With all the other symptoms, an APM offers little help. It may even decrease 
the quality of life, because it is not obvious that it would be beneficial to remember 
everything at such a cognitively confused state.

Forgetting is healthy. Let us turn to healthy people, whom Gruber also thinks would 
benefit (i. e., do better) from the technology. While our memory function does decline 
with age, we also need to keep in mind that forgetting is healthy. Indeed, “forgetting” 
is part of a process of moving on from painful memories. Being reminded (APM-INF) 
or just having a perfect memory of it (APM-MEM) would be a hindrance to such pro-
cesses. Imagine people returning to a perfect computer memory of their break-ups 
over and over again, re-experiencing the death of loved ones, etcetera. While we may 
think that user-control and an ability to choose what to remember, either via an APM-
MEM or APM-INF would resolve this problem – it is questionable if people are in posi-
tion to make fully rational choices in cases such as these. Also, even if we could make 
perfectly rational choices, the process of “moving on” is not a matter of binary delet-
ing or keeping a computer memory, it is a process that involves precisely what Gruber 
thinks of as a problem and wants to resolve (i. e., the imprecision that is involved in 
recalling and reconstructing long-term memory).

In this case it is illustrative to keep in mind that perfect memory often is a cogni-
tive flaw. Indeed, as is popularized in the movie Rain Man (1988, USA, Barry Levin-
son), having a perfect memory standardly comes with certain social deficits. In fact, 
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perfect memory among so-called savants – and, indeed, the real life ‛Rain Man’ – are 
associated with brain damage and absence of various functions, rather than addi-
tional brain function (cf. Treffert 2009 p. 1351). We should, of course, be careful not 
to presume that just because perfect memory is associated with brain damage, that 
there is a necessary trade-off. But it is reasonable to think that there are some worries 
here, relating to the social aspects of life – which I will return to as we turn to that 
argument.

Perfect memory as mental gain or the creativity of forgetting? Gruber also thinks 
that improved memory functions would add to our mental gain and the creation of 
new ideas. But forgetting seems to be a central tenement in creative processes. In-
deed, consider the following quote from experimental filmmaker Robert Breer:

Somewhere, in all my work, I tried to amaze myself with something, and the only way you can 
amaze yourself is to create a situation in which an accident can happen. (Mekas and Sitney 1973)

The idea promoted by Breer is that mistakes are not a hindrance, but a help in cre-
ative work. But if that is true, then perfect memory makes “creative mistakes” harder. 
Indeed, it seems that often when we create new ideas, we are starting off with some 
sort of mistake. For example, when deducing new theorem in logic or finding a new 
solution to a difficult problem, the start of that process can often be a misconception 
of the idea you were thinking of. It is this misconception that allows you to be creative 
and see new ideas, to amaze yourself.37

Of course, it should be granted that in writing this paper I would have been ben-
efited by a function that would enable me to find precisely those quotes from Gruber 
that I was looking for. However, such a function could plausibly be satisfied by a more 
limited technology. Also, even such a limited technology might affect our creativity, 
since it may hinder the creative process of creating new arguments and relevant dis-
tinctions that start off as a misunderstanding.

Social grace or social decline? Gruber also thinks that we will improve our social 
grace, because we will remember the last conversation we had, their favorite sports, 
etcetera. Hence, we can continue where we left off last time. Again, it is true that 
we sometimes forget things about our acquittances and the conversations we had. 
However, social relations are more than exchanges of facts. Indeed, it is not obvious 
that our relations will improve because we do not repeat our questions from the past, 
given that social relations also include elements of repetition. It may turn out that we 
have nothing to say to add to previous conversations. This does not have to reflect 
the fact that this relation is not worth further pursuing, it could just be an example of 
the fact that our social interactions are a bit more complex (which also reflects why 

37 I owe the example of deducing new theorems to Paul Syverson.
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control over an APM might not offer much help). For example, it is perfectly plausible 
to have a meaningful relationship that includes a high level of repetition (e. g., telling 
the same jokes over and over again).

There are, of course, occasions when it might help, such as remembering some-
one’s name or when you wish to impress on someone their importance, but how im-
pressed would they be that you remember their name, when they know you are aided 
by an APM?38

More importantly, by having an APM we would remember everything everyone 
has done – in perfect detail –including other’s misdeeds or embarrassments. This 
would not only put strains on our social relationships (here we can note that forget-
ting is not only part of a healthy psychological life, but also part of a healthy social 
life), it would also affect other’s privacy. Indeed, everything anyone has ever done in 
front of a person with an APM would be “recorded”.

While Gruber recognizes that “a personal memory is a private memory” and that 
“it’s absolutely essential that this be kept very secure”, this fails to address the fact 
that while the APM contains a lot of private information about the user, it also con-
tains, and enables the collection of, a lot of private information about other people. 
Thus, let us turn to the next topic.

Privacy and autonomy. Arguably, an APM device would be detrimental to other peo-
ple’s privacy and be an infringement or violation upon their right to privacy on most 
standard theories. Take for example the idea that (the right to) privacy is defined in 
terms of control (see, e. g., Matthews 2008; Moore 2008). An APM (in either form) 
would increase your control of information about others, affecting their privacy and 
infringing upon or violating their right to privacy.

An alternative is that (the right to) privacy is about limited access (see, e. g., 
Macnish 2018; Gavison 1980). On these accounts of privacy, the issue becomes a little 
bit more complex – because while an APM (in either form) would give you control 
over other people’s private information, it is not evident that you will access it. How-
ever, the information is already accessed upon the moment of experiencing it and the 
control, or possession, over it (which both forms of APM grant) would be detrimental 
to others and, at least, imply a substantial risk. This risk is highly relevant when it 
comes to the right to privacy, since it is reasonable to argue that a person has a pro 
tanto right not to be exposed to risks (cf. Hansson 2003 for defense39) and that this 
should arguably apply to the right to privacy as well.

38 At IACAP 2017, Anne Gerdes argued that our memory reflects our social priority of people.
39 Hansson actually talks of a prima facie right not to be exposed to risks, following the traditional 
usage of prima facie in moral philosophy (following, e. g., W. D. Roos). However, as pointed out by 
Kagan (1989 p. 17) a prima facie is an epistemic concept, so something that appears to be a right at first 
sight, while pro tanto indicates something that has genuine weight (but may not be decisive).
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An alternative to control and limited access are so-called contextualist accounts 
of privacy. One of the most well-known is Helen Nissenbaum’s account of contextual 
integrity. Like other contextualists she focuses only on the right to privacy and refuses 
to define it, but she argues that a right to privacy “is a right to live in a world in which 
our expectations about the flow of personal information, are, for the most part, met” 
(2010 p. 231). On this account, we should conclude that an APM (in either form) vio-
lates normal privacy norms and as such is an infringement or violation of people’s 
right to privacy.

As previously noted, the user’s privacy is also at risk. Although Gruber recog-
nizes the importance of keeping this information secure, we should recognize that 
no device can ever be completely secure. Thus, an APM (in either form) would also 
put the user’s privacy at risk. This risk also raises related worries. If people can ac-
cess the information from our APM, they potentially yield a trove of information that 
would enable them to either blackmail us or simply manipulate us; because they now 
know so much about us, they can predict how we would behave in various situations. 
Indeed, technologies that predict facts about us are already fairly powerful on the 
basis of much less information. This raises substantial challenges about our ability 
to maintain our autonomy if these devices are misused (cf. Lundgren forthcoming).

Furthermore, if the devices can be hacked, it would not only enable access to 
the content, but also the potential of manipulating the content or the devices as 
such – feeding us false memories. With an APM-INF users could be misled or manip-
ulated by being fed false information. It is not obvious that we would be in a position 
to discover subtle changes to the information in an APM-INF. If it is tailored to fit the 
current memory-narrative, this would arguably be worse for people with declining 
memory functions. This is a serious threat against individual’s autonomy, because it 
would affect an individual’s self-control.40

With APM-MEM it is even worse. Indeed, users could be fed false memories, which 
they cannot discern as false. As such, an APM-MEM would enable something close 
to “mind-control”. Furthermore, even if we could protect against hacking, it is not 
obvious that the devices themselves will not be manipulative. These worries about 
autonomy are so serious that they provide a debunking reason against the broad ap-
plication of the technology that Gruber has in mind.41

Lastly, while one may think that risks to an individual’s autonomy should be a 
decision that the individual should have a right to make, we can question whether we 

40 It is, of course, a substantial question precisely how much manipulation that is compatible with 
a sufficient degree of autonomy (which will vary with different conceptions of autonomy). However, 
if I am correct, then substantially (whatever that is) changing someone’s memories should on any 
reasonable account of autonomy count as such a serious form of manipulation that it conflicts with 
self-control.
41 There may, of course, be more limited applications for the technology (such as for research).
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have a right to give up our autonomy. This is a complex question that also depends on 
specifically how manipulative the technology is. But when it comes to privacy issues, 
we do not have a right to engage in activities that would violate other people’s right 
to privacy.

Facilitating experiments. Finally, Gruber argues that an APM would enable us to 
do detailed research on personal health data. Indeed, it would make many types of 
 (scientific) experiments easier if people can grant access to their data (ignoring priva-
cy problems). However, more limited technologies could achieve this too.

In this case, depending on external access function, the APM-INF may be prefer-
ential, since it may allow the extraction of information for external analysis. However, 
this obviously has serious consequences as discussed previously. 

That was the bulk of the arguments by Gruber and some related problems. Let us 
turn to a summation of the evaluation.

14.5 Summation and concluding discussion

Based on the above evaluation it is fair to conclude that while an AMP certainly would 
offer some helpful functions, it offers less help than Gruber suggests. Also, the tech-
nology would likely yield very serious harms.

Indeed, it offers little, if any, help (APM-MEM) or no help (APM-INF) to people 
suffering from dementia. It is high doubtful if it would improve our mental gain. Like-
wise, it is highly doubtful that it would benefit our social lives, which relates to the 
most serious challenge – privacy and autonomy. Indeed, the privacy and autonomy 
concerns are so serious that on the basis solely of these problems we ought to con-
clude that these types of technologies should not be used.

Conversely, an APM does offer some benefits. For example, the ability to do de-
tailed research on our health data and it would be helpful whenever we are looking 
for exact information, such as quotes. However, an APM is much broader than these 
functions require. The benefits of an APM could arguably also be achieved by a weak-
er technology. Thus, we should conclude that the potential harms clearly dominate 
the potential benefits of using the APM-technology (all things considered). But there 
may be room for a more limited technology or more limited applications (such as for 
research). 

Lastly, it is important to point out that any public release of an APM may lead to 
a lose-lose situation because individuals may need to use the technology for various 
benefits (e. g., on the labor market), even if overall it leads to a situation that is all 
things considered worse for everyone.

The APM-technology is an interesting example since it offers an extreme example 
of a fundamental trade-off of an AI: the trade-off between using (our and other’s) 
information to provide a benefit. As such it illustrates many of the challenges we will 
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face with future AI-technology. Even if the trade-off for other AI-technologies will not 
be as extreme as in the case of an APM, the fundamental problems will be present in 
many other AI-applications. What complicates things in all such cases, however, is 
the privacy effects for non-users (because they are not given a chance to opt-out and 
because it creates an asymmetric distribution of harms and benefits). This is but one 
of the substantial issues mentioned in this paper that will require serious analysis in 
the future.

Other issues discussed that may be worthy of further discussions include, for ex-
ample, the idea of the benefits of imperfection, which relates the paper to debates on 
human enhancement; risks and the right to privacy; the problem of AI-technology 
and information aggregation; and the more methodological discussions of reactive 
and proactive ethical analyses.
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