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Over the past decade, the advances in artificial intelligence (AI) research have been attracting a lot of attention and provoked a broad variety of debates. Especially in the last two or three years, the progress in image generation by ‘generative adversarial networks’ (GAN) or ‘diffusion models’ (like DALLE-2 or Stable Diffusion) has been breath-taking—and has perhaps only been overshadowed in the public’s attention by OpenAI’s ChatGPT, which moreover will soon already be part of the everyday life of almost all computer users, if this is not already the case.

Compared with these swift technological advances, the debates they entail seem rather stable and often dominated by the same recurring, quite speculative questions: Can machines have consciousness? Should we fear that the machines we create will master us? Narratives that are as old as the fascination with machines and automatons are thus revived, and age-old fears of the creature surpassing its creator or of autonomous machines replacing human beings are stirred up. Finally, fear that machines will replace humans, their labour or creativity, is often expressed based on the assumption that machines can now do what previously seemed to be an exclusively human activity: machines are therefore supposed to be able to think or create art.

These debates seem insufficient to me since they compare machines and humans and yet, at the same time, tend to blind us to both sides. On the machine side, it does seem essential to take into account the specific approaches, algorithms, and applications that have been developed in recent years and are being used more and more. This is necessary, on the one hand, in order to gain insights into the amazing capabilities, but also the limitations, of this technology. On the other, it is also essential because the successful research of recent years is based on the rather sober approach of machine learning, which does not have much to do with AI research insofar as it has done away with the ideological undertones that were sometimes inherent in traditional attempts to artificially re-create and surpass human intelligence and capabilities.

On the human side, it would, however, be equally important to have a more detailed account of the activities that we may have previously regarded as a human
privilege, but which can potentially be taken over by computers. After all, what activities such as thinking or artistic creation actually are is by no means obvious or undisputed. One traditional and until today influential approach is that such activities should be discussed in terms of the psychological capabilities they may presuppose. Moreover, this approach has been particularly influential whenever AI research has seen its mission as imitating human capabilities and intelligence. As a consequence, the question of whether computers can think or make art is often reckoned against a psychological model that refers to the inner experience of the human being and does not provide a precise criterion. For example, the question of whether machines can make art leads back to the question of whether or not these machines can be creative—at the same time, while we may have the experience of being creative, we also do not have a straightforward understanding or a precise criterion for what being creative means for humans.

Alan Turing already presented a similar argument against a psychological approach to the question of whether computers can think. In his view, the problem is not so much that it would be speculative to attribute psychological capabilities or intelligence to computers. Given the traditional conundrums about the soul, consciousness, et cetera, he instead suggests that whether computers can think is a pointless question, because it is not at all clear what exactly might be meant by this: ‘The original question, “Can machines think?”, I believe to be too meaningless to deserve discussion’ (Turing 2004, 449). Turing thus argues that a verifiable empirical criterion is needed and proposes for this purpose his ‘imitation game’, later called the ‘Turing test’. The key criterion here is whether a human can distinguish the computer from the human in an interaction in which human and machine interact through the same medium, such as a typewriter, thus excluding any immediate perception of the human being based on his or her face, voice, et cetera. From the critique of a psychological understanding of thinking or art-making follows a feasible criterion, which is, however, not particularly revealing: it does not relate to the activities of thinking or creating art and says nothing about the corresponding activities and processes on the part of humans or computers, because it refers exclusively to their results and to their experience through the participants in the ‘imitation game’ or ‘Turing test’.

In the following, I would like to discuss the relation between AI and art with reference to the recent successes in image generation based on machine learning methods. In the first section, I will, however, step back a bit and go back to the beginnings of computer art and A. Michael Noll’s studies in the 1960s. In doing so, I want to show not only that the question of whether a computer can make art was already asked at that time, although the technical means were extremely simple from today’s point of view, which may speak for the question having life of its own, independent of technical developments. I would also like to show on the one hand above all how Noll’s question regarding ‘human or machine’ is inspired by the Turing test,
but, on the other hand, that his own approach simultaneously proves how questionable this either/or is. It shows how much human work had to be invested and made invisible before generated images could be viewed under the assumption of the apparent alternative between human or machine. By making this human work visible again and bringing it into focus, we, however, also gain insight into a practice of picture-making that involves humans, machines, and tools. As I will show in the second section, even recent examples of AI art based on the latest machine learning techniques cannot dispense with human work and should therefore be regarded as part of practices involving humans. In doing so, I will provisionally distinguish different stages or layers of human work that are still, and probably will be for the foreseeable future, indispensable in order for computer-generated images to become part of a creative practice and manifest a claim to art.

Michael Noll’s Early Computer Art: ‘Human or Machine?’

The question of whether computers can make art is apparently as old as the first experiments to generate images with computers. This observation is surprising from the perspective of today, because these beginnings were technically relatively primitive and would hardly force such a question on us anymore. This suggests that questions like these should apparently not be understood as direct reflections on the concrete state of technology, but instead have a life of their own and seem to be readily revived every time the technology achieves astonishing advances.

It was the engineer A. Michael Noll at Bell Labs in Murray Hill, New Jersey, who was one of the first pioneers to use computers to generate pictures in the early 1960s.¹ He presented the first results of his programs running on an IBM 7090 computer and prints produced with a microfilm printer in a technical report from 1962. Noll cautiously spoke of ‘patterns’, in order to avoid any ‘unintentional debate at this time on whether the computer-produced designs are truly art or not’ (Noll 1962, 1). The entire report is, however, written in view of the speculation, which is only formulated in the final sentence, namely that, with a bit more research, ‘the programmer-artist might be better prepared to produce not just haphazard patterns, but ‘true art’” (Noll 1962, 4).

Noll, in fact, soon began to tackle this challenge head on. His Computer Composition with Lines (fig. 1) dates from 1964/65 and obviously imitates Piet Mondrian’s 1917 Composition with Lines (fig. 2). The significance of this experimental imitation is revealed in Noll’s paper ‘Human or Machine’, which was published in the journal The Psychological Record in 1966 (Noll 1966a). Here, Noll first emphasizes Mondrian’s art

¹ For a retrospective account of the situation and his work at Bell Labs, see Noll 1994, 39. For more detailed accounts of Noll’s experiments, see Taylor 2012 and Crowther 2019, 36–41.
historical importance and then briefly explains the technical approach to recreating a painting like Mondrian's *Composition* using a programmable computer.² The focus of the article, however, is on an inquiry into how the two pictures are perceived. More specifically, with the involvement of about a hundred employees of the Bell Labs, Noll conducted a small survey that asked all the participants which picture was ‘generated by a machine’, which image was ‘painted by a human’ (Noll 1966a, 4), and which of the two images they preferred. Noll concludes that only 28 per cent of the participants were able to correctly attribute the pictures to the computer or the human, while 59 per cent simultaneously preferred his computer-generated picture to Mondrian's work (Noll 1966a, 4–9).


² See Noll 1966a, 1–4, and, in greater depth, 1966b.
At first glance, Noll’s question of ‘human or machine’ seems to be aligned with the Turing test. The question would thus be whether computers can make art, and the criterion for determining the answer would be whether people are able to distinguish the computer-generated picture from the human artwork. The results of Noll’s survey would therefore suggest that computers can make art. Such an approach, however, would require treating the picture ‘generated by a machine’ as if it were a work by a computer and produced by it autonomously. By contrast, Noll, however, emphasizes his own role, that is, his own work on the conception and production of the computer-generated picture. Noll was very transparent in this regard from the very beginning, when he first explained that he chose Mondrian’s Composition from 1917 because such a picture, due to its formal simplicity, is within the range of what he can achieve with his computer equipment despite its technical limitations (Noll 1966a, 3). He then wrote, in a trial-and-error approach, a FORTRAN program whose sole purpose was to produce something like Mondrian’s picture (Noll 1966a, 3f., and 1966b, 68 and 70). Furthermore, he ran the program several times and obtained different pictures (fig. 3), because the program executed the concrete design depending on random numbers and was thus able to generate new pictures again and again (Noll 1966b, 70f.).

For such a transfer of the Turing test to the field of the fine arts and the question of creativity, see Boden 2010.
Figure 3: A. Michael Noll, Four computer-generated random patterns based on the composition criteria of Mondrian's Composition with Lines. Source: Noll, Computers and the Visual Arts, 71.

Figure 4: A. Michael Noll, Picture pair as presented on separate sheets to the participants of his survey. Source: Noll, Human or Machine, 5.

In the next step, he selected the picture that, in his eyes, best matched Mondrian's Composition and thus promised to be difficult to identify as the computer-generated picture. Finally, he cropped the circular computer-generated picture a little at the top and bottom to match the shape of Mondrian's picture and also copied
both pictures xerographically so that the microfilm print would not be easily distinguishable from the painting and its reproduction due to having different material appearance and properties (Noll 1966a, 4f., 10). Noll thus makes it very clear that before he could ask ‘man or machine’, he had to invest a great deal of human work not only in the computer-generated picture, but also in staging the visual comparison of his computer-generated picture and Mondrian’s painting within his survey (fig. 4).

The similarity of Noll’s survey to the Turing test, which Noll does not mention in his article, may thus suggest itself, but it is at best, as Noll himself formulated retrospectively, a ‘crude approximation to Turing’s experiment’: ‘In a sense, the computer with its program could be considered creative, although it can be argued that human creativity was involved in the original program with the computer performing only as an obedient tool.’ (Noll 1967, 92f.) Consequently, the question of ‘human or machine’ in Noll’s survey can hardly be understood in the sense of whether a human or a machine created a work independently, and there is nothing to suggest that the aim is for the computer to create art, hitherto thought to be the prerogative of humans. Since this approach would presuppose leaving out the programmer on the one hand, in order to present the result as the product of solely the computer, and leaving out traditional tools and aids on the other, as if a human being could produce a painting without making use of brushes and paint. Noll’s survey instead inquires whether the participants are able to distinguish between the pictures made by a traditional artist and painter or a new kind of artist who operates a computer. It thus compares the traditional artistic practice without a machine, but with a brush and canvas, and a creative practice with machine, that is, a computer. It is therefore not surprising that Noll occasionally compares the computer to the brush instead of allowing it to replace the artist (Noll 1966b, 71, and 1967, 90).

Noll is therefore not concerned primarily with the question of whether computers can make art, but instead with showing that people can also make art with computers, just as they did before with brushes and oils. In other words, he aims at the computer as an ‘artistic’ and ‘creative medium’ (Noll 1967, 89). For this reason, he emphasizes the indispensable role of the new ‘programmer-artist’ (Noll 1966a, 9) or ‘computer-artist’ (Noll 1966b, 71) to an equal extent as the role of the computer, its own mode of operation in general, and its possible randomization of the designs executed in particular. Because of the inherent complexity of the computer, he understands it not merely as a new tool or material, but much more as ‘assistance’ (Noll 1966a, 9) or as an ‘intellectual and active partner’ (Noll 1967, 89) of a new type that artists should engage with.

Thus, at the beginnings of computer art, two ways of thinking about computer and art together emerge. We can either try, as Noll suggests, to envision and explore creative practices of humans and machines, in which ‘a tight interaction between artist and computer constitutes a totally new, active, and exciting artistic medium’ and allows for ‘new art forms and possibly new aesthetic experiences’ (Noll 1967,
Or we can try to replace the artist with the computer, but we will then probably embrace a questionable model of artistic creation, disguise the actual human work involved, and possibly perpetuate traditional aesthetics. As I will show in the following section, this conceptual alternative is still relevant despite the impressive technological progress and recent advances in picture generation based on machine learning methods. These new methods are, however, mostly discussed under the latter perspective, which is not only inappropriate, because they still cannot do without human work, but also occludes the artistic practices and potentials for which they might otherwise pave the way.

**AI, Art, and Practice**

If we follow the headlines of recent years, there seems to be little doubt: computer programs based on AI technologies are making art. Last year, an AI art picture titled *Théâtre d’opéra Spatial* (fig. 5) won an art prize for the first time, at the Colorado State Fair Fine Arts Competition, earning Jason M. Allen, who submitted the picture, 300 dollars in prize money (Roose 2022). In 2018, the *Portrait of Edmond de Belamy* (fig. 6) by the Paris-based artist collective Obvious already made headlines as the ‘first work of art produced by artificial intelligence to be sold at auction’ (Alleyne 2018), achieving the astonishing price of 432,500 dollars.

Let us leave aside for a moment the question of whether we are dealing here with works of art created by computers based on machine learning methods or, ultimately, with well-staged stunts for the art market and the press. For it is important first and foremost to take note of the amazing and impressive progress that computer-assisted picture generation has made. Until the advances in machine learning for picture generation in the last decade, it was basically necessary to write, as Noll did, a program which specifies how a picture is assembled from elementary graphical operations explicitly and step by step. If the outcome was not always the same and unpredictable, it was only because random values or the like affected the graphical output.

The computer generation of pictures today works very differently because it is based on machine learning methods and, in particular, on artificial neural networks (ANN). To enable such networks to perform certain tasks, they are not programmed, but instead trained on data that specify the desired task.

---

4 There is no question that Noll’s experiments and particularly his re-creation of Mondrian’s *Composition* fall short here, as he himself also concluded only a few years later (Noll 1970, 10f.).

5 The perpetuation of traditional aesthetics along this path in the field of literature is scrutinized in Hannes Bajohr 2021.
Figure 5: Jason M. Allen, Théâtre d’opéra Spatial, 2022. Source: Wikimedia Commons.

Figure 6: Obvious, Portrait of Edmond de Belamy, 2018. Source: Wikimedia Commons.
In the case of the generation of pictures, they must therefore be trained on many pictures so that the trained network should eventually be able to produce analogue pictures in turn. In recent years, various methods have been developed in this framework and two types of ANNs in particular have become established. The two pictures discussed above are examples from these two most successful approaches.

The *Portrait of Edmond de Belamy* was generated by a generative adversarial network (GAN). This approach was introduced in 2014 and denotes the first successful artificial neural network able to generate high-quality pictures. A GAN consists of the combination of two artificial neural networks: The first network, called a ‘discriminator’, is trained to distinguish elements from a given training dataset, for example, photographic portraits of human beings, from other elements or pictures. The second network, called a ‘generator’, is then trained to produce pictures that the discriminator is nevertheless unable to distinguish from the original training data and therefore mistakes them, for example, for photographic portraits even if they were computed from scratch.

GANs defined the state of the art in machine learning for picture generation for several years, but were outperformed last year by a new approach, which was also used to generate Jason M. Allen's award-winning *Théâtre d’opéra Spatial*. So-called diffusion models are based on an idea that may seem curious at first glance. It is simple to diffuse any picture by gradually adding some Gaussian noise. But could we then not attempt to de-noise the blurry picture that results step by step in order to finally reconstruct a picture that resembles the original one as much as possible? This is indeed possible and precisely the task that so-called diffusion models are trained for. At the same time, they need other input to guide the process of de-noising: this guidance is provided by a text prompt describing the target picture. This approach also created such a buzz in 2022 because the technology became available very quickly and is relatively easy to use, from Midjourney by the company of the same name, which was used by Jason M. Allen, to OpenAI’s DALL-E 2 and Stability AI’s Stable Diffusion, which has become the most popular model: it requires less computing power and was made openly available, so that it was used so frequently that it nearly gave rise to its own flood of images.

Given these unquestionable advances in computer-assisted picture generation over all previous approaches and especially over the simple programs from the 1960s, it may be tempting to take up Noll’s question of ‘man or machine’ and answer it now.

---

6 For GANs used in the field of AI-generated art, see the seminal paper Goodfellow/Pouget-Abadie/Mirza et al. 2014 and the overview by Maerten/Soydaner 2023, 14–17.

7 The seminal paper here is Ho/Jain/Abbeel 2022. See also Marten/Soydaner 2023, 19–22, for an overview of different diffusion models.

8 Decisive advances in efficiency were achieved in Rombach/Blattmann/Lorenz et al. 2022.
without hesitation in favour of the machine. In view of the impressive technological progress, it nonetheless seems perfectly reasonable to hesitate for a moment and take a closer look before believing that the ‘programmer-artist’ has been replaced by the recent models of machine learning or the ‘program as artist’. Is the advance in methods and techniques really so fundamental that we should claim that the machine now makes art? Or should we not ask, following our reflections on Noll’s approach in the first section, how much human work had to be put into the machine before we feel pushed to the alternative of ‘man or machine’ or even think that we have to decide it in favour of the computer?

In fact, a closer look quickly reveals how much human work goes into such computer-generated art. I would like to provisionally distinguish four different steps or layers of human work based on my two examples. A first, quite simple aspect refers to the final stage in the making of the picture. In the two most recent examples of putative AI art, the computer-generated picture was apparently edited by hand. In the case of Théâtre d’opéra Spatial, Jason M. Allen ‘cleaned up’ the image ‘by giving one of the female figures in his winning image a head with wavy, dark hair after Midjourney had rendered her headless’ (Metz 2022). Such an intentional and manual intervention can most likely also be found in the Portrait of Edmond de Belamy: It is evident that the mathematical formula in the lower right corner of the picture was added manually by the art collective Obvious in order to mimic a signature. A first stage or layer of the involvement of humans in computer-generated art is thus the intentional and manual editing of computer-generated pictures.

Moreover, Obvious’s pseudo-signature hints at a second layer or stage of human involvement. The pseudo-signature in the form of a mathematical formula is apparently a means to emphasize and orchestrate the computer’s authorship, but it goes back to a manual addition by the human artists. This indicates that it is not the computer that claims to have produced a work of art, for, in these pictures, as always, the computer has simply calculated an output from an input. Read against the grain, then, the manually added pseudo-signature reveals that human involvement is required to transform a computer output into a work of art, that is, to first select suitable outputs, present them as works of art, and thus finally feed them into the art system or the art market. As long as art is primarily addressed to human beings, it hardly seems conceivable that art can do without this second layer or stage of human work, which I would characterize as curatorial practice.

These first two aspects of human involvement take computer-generated pictures as starting point. Human involvement, however, already took place before a picture could be generated by a computer in the first place. Not only do the artificial neural networks presuppose training data that are naturally taken from human culture, which means that the machine learning-based picture generation ultimately incorporates the history, genres, styles, and media of pictorial representation, a process that entails many ethical and legal problems, from machine bias to copyright issues.
Similarly, the procedures employed, from network architectures to training algorithms, while based on a great deal of mathematics, are cultural products through and through: They are ultimately engineering accomplishments developed for a very specific task, such as the generation of pictures, and thus embody cultural values and economic aims in many ways, from the ideals of realistic and coherent depiction, which are thoroughly conventional and normative, to goals of increased efficiency, automation, or new products and services. At the level of technical procedures and computational processes, we must therefore already presuppose a fundamental layer of human involvement in the form of cultural and economic aims and contexts, without which not even one single picture could be computed.

The fourth layer or stage of human involvement in computer-generated art has to do with the concrete use of programs or machine learning models: Because the computer does not generate output without input, humans are also necessarily involved in the input stage. Depending on the methods, models, and programs used, the input can take on different forms. In the case of diffusion models, which are currently attracting so much attention, it was the standard until recently that they required a short text, a so-called prompt, as input. This text should characterize the target picture and is necessary to guide the technical de-noising process. The power of the new technology is often demonstrated by presenting this text along with the selected and, naturally, convincing result. This form of presentation, however, obscures the fact that, in the use of these tools in practice, the relationship between text input and picture output is anything but trivial.

This denotes, first of all, that it is by no means the case that changes in the picture output following a modification of the text prompt would be readily understandable. As can easily be seen by tinkering around with models like Stable Diffusion or in experiments accessible on the Internet, many surprises lurk here, and the addition of even one or more phrase points at the end of a text prompt, which may be rather meaningless for us, can significantly affect the output. In order to actually use such a model or tool productively, some practical experience on the part of the human user is thus definitely required. In addition, even with a more intuitive input/output behaviour, any use of such tools requires some kind of intermodal translation from text to image: one paints and draws with words, as it were, which would

---

9 I am unable to address this argument in detail here for reasons of space. But the approach of relating culture to its tools and technologies and simultaneously considering the latter within the context of cultural conditions and purposes has a long and varied tradition, which can be linked, for example, to the history of technology and the journal *Technology and Culture* or to the popular account by Arnold Pacey (1983), which includes institutional and organizational points of view. See also Damisch 1963 for a similar approach with reference to the technical picture of photography.

10 For example, the ‘Stable Diffusion Prompt Guide’ on the youtube channel of Nerdy Rodent, accessible via the link https://www.youtube.com/watch?v=c5dHIzoRyMU.
be a completely new situation for designers and artists and simultaneously open up undreamt-of possibilities for creative laymen to produce pictures. At the same time, text input allows only limited control over image output. It therefore comes as no surprise that since the beginning of this year, newer tools and models have been emerging (such as M-VADER or ControlNet), which permit people to characterize the target picture not only by means of a text prompt, but simultaneously through a picture input and its various algorithmically analysable properties. ¹¹ What might considerably facilitate the integration of such tools into design practice, however, simultaneously indicates that human involvement is required here, from a practice of interaction and interplay between the user and the computer in general to the person of a designer who is experienced in handling these tools and knows how to use their input/output behaviour productively for his or her creative practice. ¹²

**Conclusion**

The recent advances in machine learning-based picture generation are certainly impressive. Nevertheless, my argument is that we are not in a fundamentally new situation compared with Noll’s early experiments with computer-assisted picture generation, even though the latest models and tools are technically far more complex than Noll’s simple and short programs: Before we can finally ask the question of ‘human or machine’, we are nonetheless investing a lot of human work in computer-generated pictures or artworks, from the technical development of the methods and models and identifying suitable input, to the selection and editing of the output and feeding the result into the art system and art market. In other words, this alternative is only conceivable because we have made a lot of human work invisible, so that it can appear as if such a picture was generated solely by a computer or machine. ¹³ The fear that the human artist will be soon replaced by the art-creating computer therefore seems to me to be a misguided and short-sighted conclusion influenced by the stunning new pictures.

This argument is by no means about preserving for humans the privilege of creativity, from which machines would remain excluded and would therefore be barred from making art themselves. For just as little as machines, human beings also do not

---

¹¹ See Weinbach/Bellagente/Eichenberg 2022 and Zhang/Agrawala 2023.

¹² To put it another way, it takes human work to make the computer and specific tools a part of a human and social practice. This type of argument was, to my knowledge, first developed with reference to the pocket calculator and its integration into arithmetic practices in Collins/Kusch 1999, 121–24, and in greater detail in Collins 1990, 62–71.

¹³ By invisible human work, I do not primarily mean the clickworkers who often label the datasets needed to train the machine learning models, Irani 2016; Gray/Suri 2019; Crawford 2021, 63–69.
make art on their own. We should instead take into account the creative practices in which, alongside human beings, instruments and tools, techniques and materials have always played a central role, and in which intensive engagement with the latter has always also been a source of creativity.\(^{14}\) Since Noll’s time, the computer, various applications, and software suites have thus transformed creative practices in many ways and the new machine learning-based tools will bring further sweeping changes.

The danger here is therefore not so much that the computer will replace the human being, but that artists and designers who use these new tools will probably replace the artists and designers who do not work with them. The real challenge, then, is to use the new tools not merely to automate standard workflows and reproduce traditional aesthetics, but also to engage productively and creatively with the new technology, which in no way precludes critical scrutiny. For the purpose of leveraging the creative potential of the new tools, we can and must develop creative practices in art and design in the context of and in confrontation as well as collaboration with these new technologies. Given the rather primitive beginnings of the computer-assisted generation of pictures in the 1960s, Noll’s hope for a ‘new creative partnership and collaboration between artist and the computer’ (Noll 1967, 93) seems to have a simply counter-factual and, in this sense, utopian character. With respect to the new machine learning tools, this hope is perhaps a bit more realistic, since these tools do not simply execute programmed instructions. They are much more complex and operate on the basis of what they are able to extract from the training data, in this case usually a huge set of images, and thus certainly open up new possibilities for interaction and collaboration.\(^{15}\) But, even today, Noll’s hope for a ‘new creative partnership’ can barely conceal its utopian touch, if only because the new technology and its widespread application will not only bring about many changes in practice, but will also entail economic and legal conflicts and necessitate political debates and regulatory measures.
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