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1 Introduction

In the paper, the existence is considered of semi-global and global solutions to what is called mixed-type (or advanced-delayed) functional differential equations. Although the existence of global solutions to various classes of functional differential equations has been investigated for some time, most of the papers only deal with semi-global solutions of delayed equations or advanced equations, or with mixed-type equations on finite intervals.

Mixed-type functional differential equations are considered, for example, in the books [1, 18, 30] and in the papers [2, 3, 5–7, 13, 16, 22–26, 28, 32]. In [25], exponential dichotomies and Wiener-Hopf factorizations for mixed type equations are discussed. The paper [5] develops monotonic iterations to find solutions to systems exhibiting bistable dynamics while [28] applies a fixed-point technique to determine asymptotic properties of linear mixed-type equations on right-infinite intervals.

Such types of mixed-type equations have found applications in various fields such as optimal control problems, biology, traveling waves, and economics (we refer, for example, to [2, 5–7, 22, 25, 30, 32] and to the references therein).

1.1 Preliminaries

By $\mathbb{R}^n_{\geq 0}$ ($\mathbb{R}^n_0$) we denote the set of all component-wise nonnegative (positive) vectors $v$ in $\mathbb{R}^n$, i.e., $v = (v_1, \ldots, v_n)$ with $v_i \geq 0$ ($v_i > 0$) for $i = 1, \ldots, n$. For $u, v \in \mathbb{R}^n$, we denote $u \leq v$ if $v - u \in \mathbb{R}^n_{\geq 0}$.
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and \( u < v \) if \( u \leq v \) and \( u \neq v \). If, in the paper, inequalities \( v \geq u \) or \( v > u \) are used, we assume that they are equivalent with \( u \leq v \) or \( u < v \). In order to avoid unnecessary additional definitions, we use, whenever the meaning is not ambiguous, the same symbols \( \mathbb{R}^n_{\geq 0} (\mathbb{R}^n_{> 0}) \) to denote the relevant subsets of the set \( \mathbb{R}^n \).

Let \( J \subseteq \mathbb{R} \) be an interval. By \( C(J, \mathbb{R}^n) \) denote the Banach space of bounded continuous functions from \( J \) to \( \mathbb{R}^n \) equipped with the norm \( \|\psi\|_J = \sup_{x \in J} |\psi(x)| \) where \( \psi \in C(J, \mathbb{R}^n) \) with the last norm (used throughout the paper) being defined by \( |\psi(a)| := \max \{ |\psi_1(a)|, \ldots, |\psi_n(a)| \} \). If \( J := [0, r] \), where \( r > 0 \) is fixed, the relevant Banach space is denoted by \( C_r \).

For a function \( y \), continuous on an interval \( [t - r_1, t] \), \( t \in \mathbb{R}, r_1 > 0 \), define a delayed-type function \( y_1 \in C_{r_1} \) by \( y_1(t) = y(t - \tau) \) for \( \tau \in [0, r_1] \). Similarly, for a function \( y \), continuous on an interval \( [t, t + r_2] \), \( t \in \mathbb{R}, r_2 > 0 \), define an advanced-type function \( y' \in C_{r_2} \) by \( y'(a) = y(t + \sigma) \) where \( \sigma \in [0, r_2] \).

Let \( t_0 \in \mathbb{R} \) be fixed and let \( J \subseteq \mathbb{R} \) be a set having one of the forms \( J = J^+ := [t_0, \infty) \), \( J = J^- := (-\infty, t_0] \) or \( J = \mathbb{R} \). In the paper, we will consider a system of mixed-type functional differential equations

\[
\dot{y}(t) = f(t, y_t, y')
\]

where \( y = (y_1, \ldots, y_n), f = (f_1, \ldots, f_n) : J \times C_{r_1} \times C_{r_2} \rightarrow \mathbb{R}^n \) is a continuous quasi-bounded functional which satisfies a local Lipschitz condition with respect to the second and the third arguments in the domains considered. The well-known definitions of quasi-boundedness and local Lipschitz condition can be found, e.g., in [15].

We say that a continuous function \( y : J^{-1} := [t_0 - r_1, \infty) \rightarrow \mathbb{R}^n \) is a right semi-global solution to (1.1) on \( J^+ \) if it is continuously differentiable on \( J^+ \) and satisfies (1.1) on \( J^+ \). Similarly, a continuous function \( y : J^+ := (-\infty, t_0 + r_2] \rightarrow \mathbb{R}^n \) is said to be a left semi-global solution of (1.1) on \( J^- \) if it is continuously differentiable on \( J^- \) and satisfies (1.1) on \( J^- \). Finally, for \( J = \mathbb{R} \), a continuous function \( y : J \rightarrow \mathbb{R}^n \) is said to be a global solution of (1.1) on \( \mathbb{R} \) if it is continuously differentiable on \( \mathbb{R} \) and satisfies (1.1) on \( \mathbb{R} \).

### 1.2 The problem description and structure of the paper

Concerned with the problems of existence of semi-global and global solutions to (1.1) the paper has the following structure. The next Section 2 is about the existence of right semi-global solutions while Section 3 deals with the existence of left semi-global solutions. In these sections we use a monotone iterative method (for rudiments of this method we refer, e.g., to [17, 27, 31, 33]) in proofs. Section 4 discusses the existence of semi-global solutions without assuming monotonicity of the relevant operators using Schauder-Tychonoff fixed point theorem instead (for fixed point theory we refer, e.g., to [27], for applications of Schauder-Tychonoff fixed point theorem in functional differential equations, we refer, e.g., to [18, 29]). The outcomes concerning the existence of global solutions are described in Section 5 where the monotone iterative method and Schauder-Tychonoff fixed point theorem are used in the proofs. The last Section 6 formulates some conclusions and open problems discussing relationships with previous results.

In the paper, some particular linear variants of general nonlinear statements are considered as well. To point out the wide range of applicability of the results, we use selected examples. By the methods and technique used, upper and lower estimates by exponential-type functions can be found of the co-ordinates of semi-global and global solutions. In the case of scalar examples, we omit the indices used for systems. When linear equations are considered, we do not mention the obvious fact that, along with the solution, there exists a family of linearly dependent solutions.

### 2 Right Semi-Global Solutions

In this section we prove a general theorem on the existence of right semi-global solutions to mixed-type system (1.1). Since the proof is based on an iterative process, we also use it to derive sequences of functions converging to these solutions. As a similar process is employed several times in the paper, its proof is given
in detail to be referred to by subsequent, more concise proofs. Section 2.1 considers a partial linear case and the speed of the convergence of monotone sequences is discussed in Section 2.2.

Define a mapping

\[ I: \mathbb{R}^n_{>0} \times C(\mathbb{R}^+: \mathbb{R}) \to C(\mathbb{R}^+: \mathbb{R}) \]

where \( I(k, \lambda) = (I_1(k, \lambda), \ldots, I_n(k, \lambda)) \), \( k \in \mathbb{R}^n_{>0} \) is a constant vector, \( \lambda \in C(\mathbb{R}^+: \mathbb{R}) \) is a vector-function, \( \lambda = (\lambda_1, \ldots, \lambda_n) \), and

\[ I_i(k, \lambda)(t) := k_i \exp \left( \int_{t_0}^t \lambda_i(s) \, ds \right), \quad i = 1, \ldots, n, \quad t \in \mathbb{R}^+. \]  

(2.1)

Below we assume that a solution of system (1.1) on \( \mathbb{R}^+ \) is representable in the form

\[ y(t) = I(k, \lambda)(t), \quad t \in \mathbb{R}^+ \]  

(2.2)

with suitable \( k \) and \( \lambda \). Substituting (2.2) into (1.1), for \( t \in \mathbb{R}^+ \) we get

\[ \lambda(t) (\text{diag}(I(k, \lambda)(t))) = f(t, I(k, \lambda), I(k, \lambda)') \]

or, since the matrix \( \text{diag}(I(k, \lambda)(t)) \) with entries defined by (2.1), (2.2) is regular,

\[ \lambda(t) = f(t, I(k, \lambda), I(k, \lambda)')(\text{diag}(I(k, \lambda)(t)))^{-1}. \]  

(2.3)

Similar transformations are used, without detailed explanation, in the sequel. Equation (2.3) is an operator equation with respect to \( \lambda \). A function \( \lambda \in C(\mathbb{R}^+, \mathbb{R}) \) is called a solution of equation (2.3) on \( \mathbb{R}^+ \) if (2.3) holds for all \( t \in \mathbb{R}^+ \).

Define an operator \( T: C(\mathbb{R}^+, \mathbb{R}) \to C(\mathbb{R}^+, \mathbb{R}) \) where

\[ (TA)(t) = f(t, I(k, \lambda), I(k, \lambda)')(\text{diag}(I(k, \lambda)(t)))^{-1}, \quad t \in \mathbb{R}^+. \]

The following theorem gives conditions sufficient for the existence of a right semi-global solution to equation (2.3).

**Theorem 1.** Let us assume that \( k \in \mathbb{R}^n_{>0} \) and that the following holds:

(i) For any fixed \( M \geq 0, \theta > t_0 \) there exists a constant \( K \) such that, for all \( t, t' \in [t_0, \theta] \) and for any continuous function \( \lambda: \mathbb{R}^+ \to \mathbb{R} \) with \( |\lambda| \leq M \),

\[ |(TA)(t) - (TA)(t')| \leq K |t - t'|. \]  

(2.4)

(ii) There exist bounded continuous functions \( \mathcal{L}, \mathcal{R}: \mathbb{R}^+ \to \mathbb{R}^n \) satisfying \( \mathcal{L}(t) \leq \mathcal{R}(t), t \in \mathbb{R}^+ \) and

\[ \mathcal{L}(t) \leq (TA)(t), \quad \mathcal{R}(t) \geq (TA)(t), \quad t \in \mathbb{R}^+. \]  

(2.5)

(iii) There exists a Lipschitz continuous function \( \varphi: [t_0 - r_1, t_0] \to \mathbb{R}^n \) satisfying \( \varphi(t_0) = 0 \) and

\[ \mathcal{L}(t) \leq (TA)(t_0) + \varphi(t), \quad \mathcal{R}(t) \geq (TA)(t_0) + \varphi(t), \quad t \in [t_0 - r_1, t_0]. \]  

(2.6)

(iv) For any locally integrable functions \( \lambda^+, \mu^+: \mathbb{R}^+ \to \mathbb{R}^n \), the inequality

\[ \mathcal{L}(t) \leq \lambda^+(t) \leq \mu^+(t) \leq \mathcal{R}(t), \quad t \in \mathbb{R}^+ \]

implies

\[ (TA^*)(t) \leq (TA^*)(t), \quad t \in \mathbb{R}^+. \]  

(2.7)
Then, there exists a right semi-global solution $y : \mathbb{J}^+ \to \mathbb{R}^n$ of (1.1) satisfying $y(t_0 - r_1) = k$ such that, for arbitrary indexes $i \geq 0, j \geq 0$,

$$I(k, v_i)(t) \leq y(t) \leq I(k, \mu_i)(t), \quad t \in \mathbb{J}_{i}^+$$  \hspace{1cm} (2.8)

where $v_i(t) \leq v_{i+1}(t), \mu_{i+1}(t) \leq \mu_i(t), v_0(t) = \mathcal{L}(t), \mu_0(t) : = \mathcal{R}(t), t \in \mathbb{J}_{i}^+$, and, for $i > 0, j > 0$,

$$v_i(t) := \begin{cases} (Tv_{i-1})(t), & t \in [t_0, \infty), \\ (Tv_{i-1})(t_0) + \varphi(t), & t \in [t_0 - r_1, t_0], \end{cases}$$  \hspace{1cm} (2.9)

$$\mu_i(t) := \begin{cases} (T\mu_{i-1})(t), & t \in [t_0, \infty), \\ (T\mu_{i-1})(t_0) + \varphi(t), & t \in [t_0 - r_1, t_0]. \end{cases}$$  \hspace{1cm} (2.10)

Moreover, there exist continuous limits

$$v(t) = \lim_{i \to \infty} v_i(t), \quad \mu(t) = \lim_{j \to \infty} \mu_j(t), \quad v(t) \leq \mu(t), \quad t \in \mathbb{J}_{i}^+,$$

defining right semi-global solutions $y_v(t) = I(k, v)(t), y_\mu(t) = I(k, \mu)(t), y_v, y_\mu : \mathbb{J}^+ \to \mathbb{R}^n$ of (1.1), satisfying $y_v(t_0 - r_1) = y_\mu(t_0 - r_1) = k$ and inequalities

$$I(k, v_i)(t) \leq y_v(t) \leq y_\mu(t) \leq I(k, \mu_i)(t), \quad t \in \mathbb{J}_{i}^+$$

where $i \geq 0$ and $j \geq 0$ are arbitrary.

**Proof.** To prove that equation (2.3), i.e., $\lambda(t) = (T\lambda)(t), t \in \mathbb{J}^+$ has a solution $\lambda \in C(\mathbb{J}_{\infty}^+, \mathbb{R}^n)$ such that $\mathcal{L}(t) \leq \lambda(t) \leq \mathcal{R}(t)$ for $t \in \mathbb{J}_{\infty}^+$ and that its approximation by monotone iterative sequences leads to estimate (2.8), etc., we will use a monotone iterative method described, e.g., in [33, Part 7.4].

Let $L : = C(\mathbb{J}_{\infty}^+, \mathbb{R}^n)$ be the Banach space of bounded continuous functions from $\mathbb{J}_{\infty}^+$ into $\mathbb{R}^n$. Introduce the closed, normal order cone $\mathcal{K} : = C(\mathbb{J}_{\infty}^+, \mathbb{R}^n_{\geq 0})$ of continuous functions from $\mathbb{J}_{\infty}^+$ into $\mathbb{R}^n_{\geq 0}$ (here and below we follow the terminology and definitions used in [33, Parts 7.1, 7.2]). If $\xi_1, \xi_2 \in L$, then $\xi_1 \preceq \xi_2$ if and only if $\xi_2 - \xi_1 \in \mathcal{K}$. Let us define an operator $G : L \to L$ by the formula

$$(G\lambda)(t) = \begin{cases} (T\lambda)(t), & t \in [t_0, \infty), \\ (T\lambda)(t_0) + \varphi(t), & t \in [t_0 - r_1, t_0]. \end{cases}$$  \hspace{1cm} (2.11)

By the definition of the operator $T$, we conclude that $G$ is well-defined.

The rest of the proof will be divided into three parts. In the first one, we construct auxiliary monotone iterative sequences. In the second one, the compactness of the operator $G$ is proved while, in the third one, we show that these sequences are convergent as the monotone iterative methods can be applied.

**Monotone iterative sequences.** The operator $T$ satisfies inequality (2.7) in assumption (iv). This implies that the operator $G$ is monotone increasing (by Definition 7.6, part (2), [33]). Generate a sequence of functions $\{v_i(t)\}_{i=0}^{\infty}, v_i : \mathbb{J}_{i}^+ \to \mathbb{R}^n$, by formulas (equivalent to (2.9) if $i > 0$)

$$v_0(t) = \mathcal{L}(t), \quad v_1(t) = (Gv_0)(t), \quad v_2(t) = (Gv_1)(t), \quad \ldots, \quad v_i(t) = (Gv_{i-1})(t), \quad i = 1, 2, \ldots.$$  

We remark that, by inequality (2.5) in (iii) and by (2.11), we have $v_0(t) \leq v_1(t), t \in [t_0, \infty)$. By inequality (2.6) in (iii) and by (2.11), we have $v_0(t) \leq v_1(t), t \in [t_0 - r_1, t_0]$. Therefore, $v_0(t) \leq v_1(t), t \in \mathbb{J}_{i}^+$. Moreover, assuming that, for an $i = i^* \geq 0$,

$$v_{i^*}(t) \leq v_{i^*+1}(t), \quad t \in \mathbb{J}_{i^*}^+,$$  \hspace{1cm} (2.12)

we state that $v_{i^*+1}(t) \leq v_{i^*+2}(t), t \in \mathbb{J}_{i^*}^+$. This property, if $t \in [t_0, \infty)$, follows from the definition of $G$ and inequality (2.7) in assumption (iv). If $t \in [t_0 - r_1, t_0]$, then we have to prove that $v_{i^*+1}(t) \leq (Tv_{i^*+1})(t_0) + \varphi(t)$, or

$$(Tv_{i^*})(t_0) + \varphi(t) \leq (Tv_{i^*+1})(t_0) + \varphi(t).$$

But the latter inequality follows from inequality (2.12).
Formula (2.7) assumes that \( v_i(t) \leq \mathcal{R}(t) \), \( i = 0, 1, \ldots, t \in \mathcal{J}_1^- \). In order to make sure that the proof is correct, we must show the following. The property \( v_i(t) = \mathcal{L}(t) \leq \mathcal{R}(t) \) is assumed. If, for an \( i = i^* > 0 \), \( v_{t^*}(t) \leq \mathcal{R}(t), t \in \mathcal{J}_1^- \), then, by the same formula (2.7) and (2.5), we have

\[
(Tv_{t^*})(t) \leq (T\mathcal{R})(t) \leq \mathcal{R}(t), \quad t \in \mathcal{J}_+^+.
\]

Then,

\[
(Tv_{t^*})(t_0) + \varphi(t) \leq (T\mathcal{R})(t_0) + \varphi(t) \leq \mathcal{R}(t_0) + \varphi(t), \quad t \in [t_0 - r_1, t_0]
\]

and

\[
v_{t^*+1}(t) = (Gv_{t^*})(t) \leq \mathcal{R}(t), \quad t \in \mathcal{J}_+^+
\]

which verifies correctness. Therefore, the terms of the sequence \( \{v_i(t)\}_{i=0}^\infty \) satisfy

\[
v_0(t) \leq v_1(t) \leq v_2(t) \leq \cdots \leq v_i(t) \leq v_{i+1}(t) \leq \cdots \leq \mathcal{R}(t), \quad t \in \mathcal{J}_1^-.
\] (2.13)

Now, generate a sequence of functions \( \{\mu_i(t)\}_{i=0}^\infty, \mu_i : \mathcal{J}_1^- \to \mathbb{R}^n \) by formulas (equivalent to (2.10)) if \( i > 0 \)

\[
\mu_0(t) = \mathcal{R}(t), \quad \mu_1(t) = (G\mu_0)(t), \quad \mu_2(t) = (G\mu_1)(t), \ldots, \quad \mu_i(t) = (G\mu_{i-1})(t), \quad i = 1, 2, \ldots.
\]

In much the same way as above, using properties (ii) – (iv) and the definition of \( G \), we can prove that

\[
\mu_0(t) > \mu_1(t) > \mu_2(t) > \cdots > \mu_i(t) > \mu_{i+1}(t) > \cdots \geq \mathcal{L}(t), \quad t \in \mathcal{J}_1^-.
\] (2.14)

Using again inequality (2.7) in assumption (iv) and the definition of \( G \), we conclude that, for every \( i \geq 0 \) and every \( j \geq 0 \),

\[
v_i(t) \leq \mu_j(t), \quad t \in \mathcal{J}_1^-.
\] (2.15)

Consequently, summarizing the properties of sequences \( \{v_i(t)\}_{i=0}^\infty \), \( \{\mu_i(t)\}_{i=0}^\infty \), described by (2.13)–(2.15), we get

\[
\mathcal{L}(t) = v_0(t) \leq v_1(t) \leq \cdots \leq v_i(t) \leq \cdots \leq \mu_i(t) \leq \mu_{i+1}(t) \leq \cdots \leq \mathcal{R}(t), \quad t \in \mathcal{J}_1^+.
\] (2.16)

where \( i = 0, 1, \ldots, \) and \( t \in \mathcal{J}_1^+ \). A possible visualization of sequences \( \{v_i(t)\}_{i=0}^\infty \), \( \{\mu_i(t)\}_{i=0}^\infty \) is in Figure 1.

**Compactness of \( G \).** Now, we will prove that \( G \) is a compact operator. It is easy to see that \( G \) is continuous. Let \( \mathcal{N} \) be a bounded subset of \( \mathcal{L} \) such that \( |\lambda| \leq M \) on \( \mathcal{J}_1^+ \) if \( \lambda \in \mathcal{N} \) where \( M \geq 0 \) is arbitrary fixed. We prove that \( GN \) is a relatively compact subset of \( \mathcal{L} \). By Arzelà-Ascoli Theorem, it is enough to show that \( GN \) is bounded and equicontinuous on every compact subinterval of \( \mathcal{J}_1^+ \) or, equivalently, on every interval of the form \( [t_0 - r_1, \theta] \).

Let us verify the equicontinuity of \( GN \). We need to find a constant \( K^* \) such that

\[
\mathcal{L}_G := \left| (G\lambda)(t) - (G\lambda)(t') \right| \leq K^* |t - t'| \quad (2.17)
\]

for every \( \lambda \in \mathcal{N} \) and \( t, t' \in [t_0 - r_1, \theta] \). By the definition of \( G \), it is sufficient to estimate the difference \( \mathcal{L}_G \) for the following three cases,

I) \( t, t' \in [t_0 - r_1, t_0) \), II) \( t \in [t_0, \theta], \ t' \in [t_0 - r_1, t_0), \ t \in [t_0, \theta] \).

**Case I**,\n
\[
\mathcal{L}_G = \left| (T\lambda)(t_0) + \varphi(t) - (T\lambda)(t_0) - \varphi(t') \right| \leq L_\varphi |t - t'| \quad (2.18)
\]

where \( L_\varphi \) is a Lipschitz constant to the function \( \varphi \). **Case II**, according to (2.4),

\[
\mathcal{L}_G = \left| (T\lambda)(t) - (T\lambda)(t') \right| \leq K |t - t'|. \quad (2.19)
\]

**Case III**, using the fact, that \( \varphi(t_0) = 0 \), inequality (2.4), and Lipschitz continuity of \( \varphi(t) \), we obtain

\[
\mathcal{L}_G = \left| (T\lambda)(t_0) + \varphi(t) - (T\lambda)(t') \right| = \left| (T\lambda)(t_0) - (T\lambda)(t') + \varphi(t) - \varphi(t_0) \right| \\
\leq K |t_0 - t'| + L_\varphi |t - t_0| \leq (K + L_\varphi) |t - t'|. \quad (2.20)
\]
Summarizing the cases (2.18)–(2.20), the inequality (2.17) holds for $K^* := K + L\varphi$. Therefore, $G\varphi$ is equicontinuous.

The boundedness of $G\varphi$ is guaranteed due to the boundedness of $\varphi$, the quasiboundedness of $f$, and the fact that, for $i = 1, \ldots, n$ and $|\lambda| \leq M$,

$$
(I_i(k, \lambda)(t))^{-1} = k_i^{-1} \exp \left( -\int_{t_0}^t \lambda_i(s) \, ds \right) \leq k_i^{-1} \exp (M \cdot (\theta - t_0 + r_1)).
$$

Thus, we have shown that $G$ is a compact operator.

**Theorem applied to monotone iterative sequences.** Now, we are ready to apply Theorem 7A in [33, p. 283]. The function $v_0(t)$ satisfies $v_0(t) \leq (Gv_0)(t)$ and is a subsolution of the operator $G$ whereas $\mu_0(t)$, satisfying $\mu_0(t) \geq (G\mu_0)(t)$, is its supersolution. Since all the hypotheses of the theorem hold, the iterative sequence $\{v_i(t)\}_{i=0}^{\infty}$ converges to the smallest fixed point $v(t)$ of $G$ in $[v_0(t), \mu_0(t)]$, whereas the iterative sequence $\{\mu_i(t)\}_{i=0}^{\infty}$ converges to the greatest fixed point $\mu(t)$, of $G$ in $[v_0(t), \mu_0(t)]$. Therefore, (a visualization is in Figure 1)

$$
\mathcal{L}(t) = v_0(t) \leq v_i(t) \leq v(t) \leq \mu_i(t) \leq \mu_0(t) = \mathcal{R}(t), \quad t \in J_+^-, \quad i = 1, \ldots.
$$

The functions $v(t) := v(t) \in L$, $\lambda(t) := \mu(t) \in L$ are fixed points of the operator $G$ and, because of the relation between $G$ and $T$ defined by (2.11) and (2.2), functions $y(t) = y_v(t) = I(k, v)(t)$, $y(t) = y_\mu(t) = I(k, \mu)(t)$ are solutions of the equation (2.3) as well. A visualization is in Figure 2. The remaining properties formulated in the theorem are immediate consequences of the properties of the iterative process.
Example 1. Let us prove the existence of a right semi-global positive solution to the nonlinear equation
\[
\dot{y}(t) = (\sin t)^2 e^{-t} y(t-1) y(t+1).
\] (2.21)

We have \( n = 1, r_1 = r_2 = 1 \). Let \( t_0 = 1 \). Then, \( J^+ = [1, \infty), J^+_{-1} := [0, \infty) \) and equation (2.3) takes the form
\[
\lambda(t) = (T\lambda)(t) := k(\sin t)^2 e^{-t} \left( \exp \int_0^{t-1} \lambda(s)ds \right) \left( \exp \int_t^{t+1} \lambda(s)ds \right), \quad t \in J^+.
\] (2.22)

Apply now Theorem 1. Let \( k \in (0, 1) \) be fixed. It is easy to see that condition (i) is fulfilled. Functions \( \mathcal{L}, \mathcal{R} : J^+_{-1} \to \mathbb{R}^n \) defined as \( \mathcal{L} := 0, \mathcal{R} := k \) satisfy condition (ii) since
\[
0 = \mathcal{L}(t) \leq (T\mathcal{L})(t) = k(\sin t)^2 e^{-t}, \quad t \in J^+
\]
and
\[
k = \mathcal{R}(t) \geq (T\mathcal{R})(t) = k(\sin t)^2 e^{(k-1)t}, \quad t \in J^+.
\]
Condition (iii) holds obviously if \( \varphi(t) := 0, t \in [0, 1] \). Condition (iv) holds as well since, as follows from (2.22), for any two continuous functions \( \lambda, \mu : J^+_{-1} \to \mathbb{R}^1 \), the inequality \( \lambda(t) \leq \mu(t), t \in J^+_{-1} \) implies inequality (2.6). All the hypotheses of Theorem 1 hold and, by (2.8) with \( i = j = 0 \), there exists a right semi-global solution \( y : J^+_{-1} \to \mathbb{R}^1 \) of (2.21) satisfying \( y(0) = k \) and
\[
I(k, \mathcal{L})(t) = k \leq y(t) \leq ke^{kt} = I(k, \mathcal{R})(t), \quad t \in [0, \infty).
\] (2.23)

If we set \( i = j = 1 \), then
\[
\nu_1(t) = \begin{cases} 
(T\nu_0)(t) = k(\sin t)^2 e^{-t}, & t \in [1, \infty), \\
(T\nu_0)(0) = k(\sin 1)^2 e^{-1}, & t \in [0, 1), 
\end{cases}
\]
Let us show that condition (2.23) can be improved to

\[
\begin{align*}
\mu_1(t) &= \begin{cases} 
(T\mu_0)(t) = k(\sin t)^2 e^{t(k-1)}, & t \in [1, \infty), \\
(T\mu_0)(0) = k(\sin 1)^2 e^{k-1}, & t \in [0, 1)
\end{cases}
\end{align*}
\]

and inequality (2.23) can be improved to

\[
k \exp \left( \int_0^t \nu_1(s)ds \right) \leq y(t) \leq k \exp \left( \int_0^t \mu_1(s)ds \right), \quad t \in [0, \infty).
\] (2.24)

Both integrals can be easily computed, but the results are too cumbersome to write down. Rather, we refer to Figure 3 which, for \( k = 0.5 \), depicts the “starting” functions (a subsolution and a supersolution) \( \nu_0 = \mathcal{L} \), \( \mu_0 = \mathbb{R} \), their images (by operator \( T \)) \( \nu_1, \mu_1 \), and possible limits \( \nu, \mu \). Figure 4 shows the behaviour of \( I(0.5, \nu_0)(t) \), \( I(0.5, \nu_1)(t) \), \( I(0.5, \mu_0)(t) \), \( I(0.5, \mu_1)(t) \) and possible solutions \( y_1(t) \), \( y_2(t) \). It can be seen that, for the case considered, the function \( I(0.5, \mu_1)(t) \) (i.e. the right-hand side of (2.24)) substantially improves the right-hand side of (2.23) given by \( I(0.5, \mu_0)(t) \).

**Example 2.** Let \( n = 2 \). Consider a non-linear system

\[
\begin{align*}
\dot{y}_1(t) &= e^{-t-2} y_1(t) y_2(t + 1), \\
\dot{y}_2(t) &= e^{-t-2} y_1(t - 1) y_2(t).
\end{align*}
\] (2.25) (2.26)

Let \( t_0 = 1 \). We have \( r_1 = r_2 = 1 \), \( t_0 = 1 \), \( \beta^+ = [1, \infty) \) and \( \beta^-_1 := [0, \infty) \). Set \( k_1 = k_2 = 1 \). The operator equation (2.3) reduces to

\[
\begin{align*}
\lambda_1(t) &= (T_1 \lambda)(t) := e^{-t-2} \exp \left( \int_0^{t+1} \lambda_2(s)ds \right), \\
\lambda_2(t) &= (T_2 \lambda)(t) := e^{-t-2} \exp \left( \int_0^{t-1} \lambda_1(s)ds \right).
\end{align*}
\] (2.27) (2.28)

Let \( \mathcal{L}_i(t) = 0 \), \( \mathbb{R}_i(t) = 1 \), \( i = 1, 2 \). Condition (i) of Theorem 1 is obviously fulfilled and we omit its verification. Let us show that condition (ii) holds. The first inequality in (2.5), \( \mathcal{L}(t) \leq (T \mathcal{L})(t) \), is fulfilled because the right-hand
sides of inequalities (2.27), (2.28) are positive. The second inequality, \( R(t) \geq (T_R)(t) \) in (2.5) holds as well, as given by the below estimates

\[
(T_1 R)(t) = e^{-t-2} \exp \left( \int_0^t 1 \, ds \right) = e^{-1} < 1 = R_1(t),
\]

\[
(T_2 R)(t) = e^{-t-2} \exp \left( \int_0^t 1 \, ds \right) = e^{-3} < 1 = R_2(t).
\]

For the choice \( \varphi(t) \equiv 0, t \in [0, 1] \), the condition (iii) holds as a consequence of (ii) and the fact that functions \( L, R \) are constant. Inequality (2.7) in condition (iv) holds as well, this is because \( t \geq t_0 = 1 \), as can be easily derived from the right-hand sides of (2.27), (2.28) defining the operator \( (T \lambda)(t) \). By Theorem 1 (where \( i = j = 0 \) in (2.8)), there exists a right semi-global solution \( y = (y_1, y_2) \) of (2.25), (2.26) on \( \mathbb{J}_- := [0, \infty) \) satisfying \( y_i(0) = 1, i = 1, 2 \) and

\[
1 \leq y_i(t) \leq e^t, \quad t > 0, \quad i = 1, 2.
\]

### 2.1 Right semi-global solutions in a linear case

In this section we will consider a scalar linear equation, as a particular case of equation (1.1),

\[
\dot{y}(t) = f(t, y, y') := -c(t)y(t - \tau(t)) + d(t)y(t + \sigma(t))
\]

(2.29)

where the functions \( c, d: \mathbb{J}^+ \to [0, \infty), \tau: \mathbb{J}^+ \to [0, r_1] \) and \( \sigma: \mathbb{J}^+ \to [0, r_2] \) are Lipschitz continuous.

**Theorem 2.** Consider bounded continuous functions \( L, R: \mathbb{J}_- \to \mathbb{R}, L(t) \leq R(t), t \in \mathbb{J}_- \) and a Lipschitz continuous function \( \varphi: [t_0 - r_1, t_0] \to \mathbb{R} \) satisfying \( \varphi(t_0) = 0 \). Moreover, let

\[
L(t) \leq -c(t) \exp \left( \int_t^{t-\tau(t)} L(s) \, ds \right) + d(t) \exp \left( \int_t^{t+\sigma(t)} L(s) \, ds \right),
\]

(2.30)
Moreover, there exist continuous limits
\[ R(t) \geq -c(t) \exp \left( \int_{t}^{t+\sigma(t)} R(s) \, ds \right) + d(t) \exp \left( \int_{t}^{t+\sigma(t)} R(s) \, ds \right) \] (2.31)
on \mathbb{R}^+ \text{ and}
\[ L(t) \leq -c(t_0) \exp \left( \int_{t_0}^{t} L(s) \, ds \right) + d(t_0) \exp \left( \int_{t_0}^{t} L(s) \, ds \right) + \varphi(t), \] (2.32)
\[ R(t) \geq -c(t_0) \exp \left( \int_{t_0}^{t} R(s) \, ds \right) + d(t_0) \exp \left( \int_{t_0}^{t} R(s) \, ds \right) + \varphi(t) \] (2.33)
on \mathbb{R} \setminus \{0\}, \text{ for arbitrary indexes } i \geq 0, j \geq 0,
\[ \exp \left( \int_{t_0-r_1}^{t} v_i(s) \, ds \right) \leq y(t) \leq \exp \left( \int_{t_0-r_1}^{t} \mu_j(s) \, ds \right), \quad t \in \mathbb{R}^+ \] (2.34)
where \( v_i(t) \leq v_{i+1}(t), \mu_{i+1}(t) \leq \mu_i(t), v_i(t) \leq \mu_j(t), v_0(t) : = L(t), \mu_0(t) := R(t), t \in \mathbb{R}^+, \text{ and, for } i > 0, j > 0,
\[ v_i(t) := \begin{cases} -c(t) \exp \left( \int_{t}^{t-\tau(t)} v_{i-1}(s) \, ds \right) + d(t) \exp \left( \int_{t}^{t-\tau(t)} v_{i-1}(s) \, ds \right), & t \in [t_0, \infty), \\ v_i(t_0), & t \in [t_0-r_1, t_0), \end{cases} \]
\[ \mu_j(t) := \begin{cases} -c(t) \exp \left( \int_{t}^{t-\tau(t)} \mu_{j-1}(s) \, ds \right) + d(t) \exp \left( \int_{t}^{t-\tau(t)} \mu_{j-1}(s) \, ds \right), & t \in [t_0, \infty), \\ \mu_j(t_0), & t \in [t_0-r_1, t_0). \end{cases} \]
Moreover, there exist continuous limits \( v(t) = \lim_{j \to \infty} v_j(t), \mu(t) = \lim_{j \to \infty} \mu_j(t) \), \( v(t) \leq \mu(t), t \in \mathbb{R}^+ \) defining right semi-global solutions \( y_v, y_\mu : \mathbb{J}^+ \to \mathbb{R} \) of (2.29) and satisfying \( y_v(t_0-r_1) = y_\mu(t_0-r_1) = 1 \), by formulas
\[ y_v(t) = \exp \left( \int_{t_0-r_1}^{t} v(s) \, ds \right), \quad y_\mu(t) = \exp \left( \int_{t_0-r_1}^{t} \mu(s) \, ds \right), \quad t \in \mathbb{J}^+ \] and, for arbitrary indexes \( i \geq 0, j \geq 0, \)
\[ \exp \left( \int_{t_0-r_1}^{t} v_i(s) \, ds \right) \leq y_v(t) \leq \exp \left( \int_{t_0-r_1}^{t} \mu_j(s) \, ds \right), \quad t \in \mathbb{J}^+ \]
\[ \text{Proof.} \text{ Let us apply Theorem 1 to prove the existence of a solution to (2.29). Set } k = 1. \text{ Then,} \]
\[ I(k, \lambda)(t) = \exp \left( \int_{t_0-r_1}^{t} \lambda(s) \, ds \right). \]
First, we verify condition (i). In the considered case,
\[ (T\lambda)(t) := -c(t) \exp \left( \int_{t}^{t-\tau(t)} \lambda(s) \, ds \right) + d(t) \exp \left( \int_{t}^{t-\tau(t)} \lambda(s) \, ds \right). \] (2.35)
Let us estimate the left-hand side of (2.4). We derive

\[ \left| (T\lambda)(t) - (T\lambda)(t') \right| \leq \exp \left( \int_t^{t'} \lambda(s) \, ds \right) \left| c(t) - c(t') \right| + \left( t - t' \right) \exp \left( \int_t^{t'} \lambda(s) \, ds \right) - \exp \left( \int_{t'}^{t} \lambda(s) \, ds \right) + \exp \left( \int_t^{t'} \lambda(s) \, ds \right) \left| d(t) - d(t') \right| + \left( t - t' \right) \exp \left( \int_t^{t'} \lambda(s) \, ds \right) - \exp \left( \int_{t'}^{t} \lambda(s) \, ds \right). \]  

(2.36)

For \(|\lambda| \leq M, \tau(t) \leq r_1 \) and \( \sigma(t) \leq r_2, \)

\[ \exp \left( \int_t^{t} \lambda(s) \, ds \right) \leq \exp(Mr_1), \quad \exp \left( \int_t^{t'} \lambda(s) \, ds \right) \leq \exp(Mr_2). \]  

(2.37)

Because of the Lipschitz continuity of functions \( c \) and \( d, \) there exist constants \( L_c \) and \( L_d \) such that \( \left| c(t) - c(t') \right| \leq L_c |t - t'|, \left| d(t) - d(t') \right| \leq L_d |t - t'| \) and, by Lagrange mean value theorem,

\[ \exp \left( \int_t^{t} \lambda(s) \, ds \right) - \exp \left( \int_t^{t'} \lambda(s) \, ds \right) = e^a \left( \int_t^{t} \lambda(s) \, ds - \int_t^{t'} \lambda(s) \, ds \right) \]

for some \( a \) between \( \int_t^{t} \lambda(s) \, ds \) and \( \int_t^{t'} \lambda(s) \, ds. \) Moreover, \( \exp(a) \leq \exp(Mr_1). \) Using the Lipschitz continuity of \( \tau, \) i.e., \( |\tau(t) - \tau(t')| \leq L_\tau |t - t'|, \) we obtain

\[ \left| \int_t^{t} \lambda(s) \, ds - \int_t^{t'} \lambda(s) \, ds \right| = \left| \int_t^{t} \lambda(s) \, ds + \int_t^{t} \lambda(s) \, ds \right| \leq M |t - t'| + M |t - t' - \tau(t) + \tau(t')| \leq 2M |t - t'| + ML_\tau |t - t'|. \]

Consequently,

\[ \exp \left( \int_t^{t} \lambda(s) \, ds \right) - \exp \left( \int_t^{t'} \lambda(s) \, ds \right) \leq e^{Mr_1} M (2 + L_\tau) |t - t'|. \]  

(2.38)

In much the same way as above, using Lagrange mean value theorem and Lipschitz continuity of \( \sigma \) with Lipschitz constant \( L_\sigma, \)

\[ \exp \left( \int_t^{t} \lambda(s) \, ds \right) - \exp \left( \int_t^{t'} \lambda(s) \, ds \right) \leq e^{Mr_2} M (2 + L_\sigma) |t - t'|. \]  

(2.39)

Summarizing the estimates (2.36)–(2.39), we see that condition (i) holds if

\[ K := e^{Mr_1} (L_c + MM_c(2 + L_\tau)) + e^{Mr_2} (L_d + MM_d(2 + L_\sigma)), \]

where \( M_c \) and \( M_d \) are upper bounds for \( c \) and \( d \) on \([t_0, \theta].\)
Second, condition (ii) is a direct consequence of inequalities (2.30), (2.31) and (iii) holds due to (2.32), (2.33). Finally, it is easy to see that (iv) holds, i.e., for any two continuous functions $\lambda^*, \mu^* : \beta^*_1 \to \mathbb{R}$ such that $\lambda^*(t) \leq \mu^*(t), t \in \beta^*_1$, the inequality (2.7) holds because of the properties of $c, d, \tau$ and $\sigma$. All the hypotheses of Theorem 1 are fulfilled, a solution of (2.29) on $\beta^*_1$ exists and the inequality (2.34) holds because of (2.8). The remaining properties, too, follow immediately from the conclusion of Theorem 1.

Example 3. In this example we show that whether inequalities (2.32), (2.33) hold may depend a great deal on a suitable choice of the function $\varphi$ in Theorem 2. We will prove the existence of right semi-global solutions to a scalar equation

$$
\dot{y}(t) = -\frac{e}{8t^3}y(t-1) + \frac{1}{e} \left(1 + \frac{1}{8t^2}\right) y(t+1),
$$

(2.40)

which is a (2.29)-type equation for $\tau(t) = 1, \sigma(t) = 1, c(t) = e(8t^3)^{-1}$ and $d(t) = e^{-1}(1 + 1/(8t^2))^{-1}$. We have $r_1 = r_2 = 1$. Assume that $t_0$ is sufficiently large. Applying this tacitly below, let us further assume that the expressions in consideration are well-defined and the asymptotic computations are correct. We will show that there exists a positive solution to (2.40) on $\beta^*_1$ and describe its asymptotic behaviour. Define an auxiliary function

$$
\lambda_{\delta}(t) = 1 + \frac{1}{2\tau} + \frac{\delta}{2\tau \ln \tau}
$$

where $\delta \in \mathbb{R}$. Let numbers $\delta_1$ and $\delta_2$ be chosen in such a way that inequality (2.30) with $\mathcal{L} := \lambda_{\delta_1}$ and inequality (2.31) with $\mathcal{R} := \lambda_{\delta_2}$ hold. Omitting long computations, the following asymptotic decompositions can be derived where the symbol $o$ stands for the Landau order symbol small $o$. This is possible by using asymptotic representations for functions (arising when integrals are computed) of the type $(t - p)^q, \ln^n(t - p)$ where $t \to \infty$ and $p, q \in \mathbb{R}$, we refer, e.g., to formulas in [9], Lemmas 4.1, 4.2. The right-hand side of (2.30) equals

$$
\lambda_{\delta_1}(t) + \frac{\delta_1(\delta_1 - 2)}{8t^2(\ln t)^2} + o\left(\frac{1}{t^2}\right)
$$

and (2.30) will hold if

$$
0 < \frac{\delta_1(\delta_1 - 2)}{8t^2(\ln t)^2} + o\left(\frac{1}{t^2}\right)
$$

that is, if $\delta_1 < 0$ or if $\delta_1 > 2$. Similarly, for the right-hand side of (2.31), we get

$$
\lambda_{\delta_2}(t) + \frac{\delta_2(\delta_2 - 2)}{8t^2(\ln t)^2} + o\left(\frac{1}{t^2}\right)
$$

and (2.31) will hold if

$$
0 > \frac{\delta_2(\delta_2 - 2)}{8t^2(\ln t)^2} + o\left(\frac{1}{t^2}\right)
$$

that is, if $\delta_2 \in (0, 2)$. Fix a $\delta_1 < 0$ and $\delta_2 \in (0, 2)$, then $\mathcal{L} < \mathcal{R}$ and inequalities (2.30), (2.31) hold. Let $\varphi(t) := \mathcal{R}(t) - \mathcal{R}(t_0) = \lambda_{\delta_1}(t) - \lambda_{\delta_2}(t_0), t \in [t_0 - 1, t_0]$. Then, after asymptotic computations, inequality (2.32) can be simplified to

$$
(\delta_1 - \delta_2) \left[\frac{1}{2\tau \ln \tau} - \frac{1}{2\tau_0 \ln \tau_0}\right] \leq \frac{\delta_1(\delta_1 - 2)}{8t_0^2(\ln t_0)^2} + o\left(\frac{1}{t_0^2}\right).
$$

This inequality holds because its left-hand side is non-positive and right-hand side is positive. Inequality (2.33) holds as well because it is a consequence of (2.31) if $t = t_0$. All the hypotheses of Theorem 2 hold and, by inequality (2.34) where $i = j = 0$, there exists a solution $y(t)$ of equation (2.40) on $\beta^*_1$ such that $y(t_0 - 1) = 1$ and

$$
y(t) \leq \frac{e^{t} \sqrt{t(\ln t)^{\delta_1}}}{e^{t_0 - 1} \sqrt{(t_0 - 1)(\ln(t_0 - 1))^{\delta_1}}} \leq \frac{e^{t} \sqrt{t(\ln t)^{\delta_2}}}{e^{t_0 - 1} \sqrt{(t_0 - 1)(\ln(t_0 - 1))^{\delta_2}}}
$$

(2.41)

where $t \in [t_0 - 1, \infty)$. Inequalities (2.41) give a fitting description of the asymptotic behaviour of $y(t)$. Note that we have obtained it thanks to an appropriate choice of the function $\varphi$. 


We will show why the choice of \( \varphi(t) \equiv 0, t \in [t_0 - 1, t_0] \) is unsuitable here. The reason is that, then, (2.32) implies that, for all sufficiently large values of \( t \),

\[
\frac{1}{2t} + \frac{\delta_1}{2t \ln t} \leq \frac{1}{2t_0} + \frac{\delta_1}{2t_0 \ln t_0} + \frac{\delta_1(\delta_1 - 2)}{8t_0^2(\ln t_0)^2} + o \left( \frac{1}{t_0^2} \right).
\]

In the above inequality, set \( t = t_0 - 1 \) as the admissible value rewriting it in an equivalent form

\[
1 + \frac{\delta_1(t_0 \ln t_0 - (t_0 - 1)(\ln(t_0 - 1)))}{\ln(t_0 - 1) \ln t_0} \leq \frac{\delta_1(\delta_1 - 2)(t_0 - 1)}{4t_0(\ln t_0)^2} + o \left( \frac{1}{t_0^2} \right).
\]

Letting \( t_0 \to \infty \) we easily conclude that the limits of all terms are zeros, except for the first one, and that the inequality takes the form \( 1 \leq 0 \). So, such a choice of \( \varphi \) is impossible.

### 2.2 On the convergence of iterative process

Let us take an example of the autonomous equation (2.29),

\[
\dot{y}(t) = -e^{0.02} y(t - 0.01) + 3e^{-0.02} y(t + 0.01),
\]

with a solution \( y(t) = \exp(2t) \) to illustrate the iterative process. Here \( c(t) = \exp(0.02), d(t) = 3 \exp(-0.02) \) and \( r(t) = r_1 = 0.01, \sigma(t) = r_2 = 0.01 \). For \( \zeta(t) = \mu_0(t) = 1, \xi(t) = \nu_0(t) = 3, \varphi(t) = 0 \), all the hypotheses of Theorem 2 are fulfilled (the value \( t_0 \) can be arbitrary). The operator \( T \) defined by (2.35), where \( \lambda \) is assumed a constant function, reduces to

\[
(T\lambda)(t) := -e^{0.02 - 0.01\lambda} + 3e^{-0.02 + 0.01\lambda}
\]

and

\[
\mu_i = (T\mu_{i-1}), \ v_i = (Tv_{i-1})(t), \ i \geq 1.
\]

One of the fixed points of \( T \) is the value \( \lambda = 2 \). Computation in Matlab for \( i = 1, \ldots, 7 \) reveals that the above sequences converge very fast to this limit value, as shown in Table 1. From formula (2.34) with \( t_0 = 1 \), we

| \( i = 0 \) | \( \nu_0 = 1 \) | \( \mu_0 = 3 \) |
| \( i = 1 \) | \( \nu_1 = 1.9600999334 \) | \( \mu_1 = 2.040100667 \) |
| \( i = 2 \) | \( \nu_2 = 1.998404132 \) | \( \mu_2 = 2.001604188 \) |
| \( i = 3 \) | \( \nu_3 = 1.999936166 \) | \( \mu_3 = 2.000064168 \) |
| \( i = 4 \) | \( \nu_4 = 1.999997447 \) | \( \mu_4 = 2.000002567 \) |
| \( i = 5 \) | \( \nu_5 = 1.999999898 \) | \( \mu_5 = 2.000000103 \) |
| \( i = 6 \) | \( \nu_6 = 1.999999996 \) | \( \mu_6 = 2.000000004 \) |
| \( i = 7 \) | \( \nu_7 = 1.999999999 \) | \( \mu_7 = 2.000000000 \) |
| \( \ldots \) | \( \ldots \) | \( \ldots \) |
| \( i = \infty \) | \( \nu = 2 \) | \( \mu = 2 \) |

conclude that there exists a solution \( y = y(t) \) of equation (2.42) such that \( y(0) = 1 \) and \( e^{\nu t} \leq y(t) \leq e^{\mu t} \), \( i = 0, 1, \ldots, t \in [0, \infty) \).

### 3 Left Semi-Global Solutions

The goal of this section is to prove the existence of left semi-global solutions to mixed-type system (1.1). Theorem 3 below is a modification of Theorem 1 for the existence of a left semi-global solution of (1.1). A linear particular case is considered in section 3.1 as well.
Define a mapping

\[ I^* : \mathbb{R}_{\geq 0}^n \times C(\mathcal{J}_{-1}, \mathbb{R}^n) \to C(\mathcal{J}_{-1}, \mathbb{R}^n) \]

where \( I^*(k, \lambda) = (I^*_1(k, \lambda), I^*_2(k, \lambda), \ldots, I^*_n(k, \lambda)) \), \( k \in \mathbb{R}_{\geq 0}^n \) is a constant vector, \( \lambda \in C(\mathcal{J}_{-1}, \mathbb{R}^n) \) is a vector-function and

\[ I^*_i(k, \lambda)(t) := k_i \exp \left( \int_{t_0}^t \Lambda_i(s) \, ds \right), \quad i = 1, \ldots, n, \quad t \in \mathcal{J}_{-1}. \]

We are looking for a solution of system (1.1) in the form \( y(t) = I^*(k, \lambda)(t) \), \( t \in \mathcal{J}_{-1} \) with suitable \( k \) and \( \lambda \). This leads to the operator equation

\[ \lambda(t) = (T^* \lambda)(t) := -f(t, I^*(k, \lambda)) + \lambda'(t) \left( \text{diag}(I^*(k, \lambda)(t)) \right)^{-1}, \quad t \in \mathcal{J} \quad (3.1) \]

where \( T^* : C(\mathcal{J}_{-1}, \mathbb{R}^n) \to C(\mathcal{J}^-, \mathbb{R}^n) \).

**Theorem 3.** Let us assume that \( k \in \mathbb{R}_{\geq 0}^n \) and that the following holds:

(i) For any \( M \geq 0 \), \( 0 < t_0 \), there exists a constant \( K \), such that, for all \( t, t' \in [0, t_0] \) and for any continuous function \( \lambda : \mathcal{J}_{-1} \to \mathbb{R}^n \) with \( |\lambda| \leq M \),

\[ \left| (T^* \lambda)(t) - (T^* \lambda)(t') \right| \leq K |t - t'|. \]

(ii) There exist bounded continuous functions \( \mathcal{L}, \mathcal{R} : \mathcal{J}_{-1} \to \mathbb{R}^n \) satisfying \( \mathcal{L}(t) \leq \mathcal{R}(t) \), \( t \in \mathcal{J}_{-1} \) and

\[ \mathcal{L}(t) \leq (T^* \mathcal{L})(t), \quad \mathcal{R}(t) \geq (T^* \mathcal{R})(t), \quad t \in \mathcal{J}^- \quad (3.2) \]

(iii) There exists a Lipschitz continuous function \( \varphi : [t_0, t_0 + r_2] \to \mathbb{R}^n \) satisfying \( \varphi(t_0) = 0 \) and

\[ \mathcal{L}(t) \leq (T^* \mathcal{L})(t_0) + \varphi(t), \quad \mathcal{R}(t) \geq (T^* \mathcal{R})(t_0) + \varphi(t), \quad t \in [t_0, t_0 + r_2]. \]

(iv) For any locally integrable functions \( \lambda^*, \mu^* : \mathcal{J}_{-1} \to \mathbb{R}^n \), the inequality \( \lambda^*(t) \leq \mu^*(t) \), \( t \in \mathcal{J}_{-1} \) implies

\[ (T^* \lambda^*)(t) \leq (T^* \mu^*)(t), \quad t \in \mathcal{J}^- \quad (3.3) \]

Then, there exists a left semi-global solution \( y : \mathcal{J}_{-1} \to \mathbb{R}^n \) of (1.1) satisfying \( y(t_0 + r_2) = k \) and such that, for arbitrary indices \( i \geq 0, j \geq 0 \),

\[ I^*(k, v_i)(t) \leq y(t) \leq I^*(k, \mu_j)(t), \quad t \in \mathcal{J}_{-1} \quad (3.4) \]

where \( v_i(t) \leq v_{i+1}(t), \mu_{j+1}(t) \leq \mu_j(t), v_i(t) \leq \mu_j(t), v_0(t) := \mathcal{L}(t), \mu_0(t) := \mathcal{R}(t), t \in \mathcal{J}_{-1} \), and, for \( i > 0, j > 0 \),

\[ v_i(t) := \begin{cases} 
(T^* \nu_{i-1})(t), & t \in (-\infty, t_0], \\
(T^* \nu_{i-1})(t_0) + \varphi(t), & t \in (t_0, t_0 + r_2], 
\end{cases} \]

\[ \mu_j(t) := \begin{cases} 
(T^* \mu_{j-1})(t), & t \in (-\infty, t_0], \\
(T^* \mu_{j-1})(t_0) + \varphi(t), & t \in (t_0, t_0 + r_2]. 
\end{cases} \]

Moreover, there exist continuous limits

\[ v(t) = \lim_{i \to \infty} v_i(t), \quad \mu(t) = \lim_{j \to \infty} \mu_j(t), \quad v(t) \leq \mu(t), \quad t \in \mathcal{J}_{-1}, \]

defining left semi-global solutions \( y_\nu(t) = I^*(k, v)(t), \ y_\mu(t) = I^*(k, \mu)(t), \ y_\nu, \ y_\mu : \mathcal{J}_{-1} \to \mathbb{R}^n \) of (1.1), satisfying

\[ y_\nu(t_0 - r_1) = y_\mu(t_0 - r_1) = k \text{ and inequalities} \]

\[ I^*(k, v_i)(t) \leq y_\nu(t) \leq y_\mu(t) \leq I^*(k, \mu_j)(t), \quad t \in \mathcal{J}_{-1} \]

where \( i \geq 0, j \geq 0 \) are arbitrary.
Proof. The proof is similar to the proof of Theorem 1 with minor changes. We search for the solution 
\( \lambda \in C(\beta_{r_1}, \mathbb{R}) \) of (3.1) such that \( \mathcal{L}(t) \leq \lambda(t) \leq \mathcal{R}(t) \) for \( t \in \beta_{r_1} \). An auxiliary operator \( G^* : L \to L := C(\beta_{r_1}, \mathbb{R}^n) \), analogous to the operator \( G \), is defined by the formula

\[
(G^* \lambda)(t) = \left\{ \begin{array}{ll}
(T^* \lambda)(t), & t \in (-\infty, t_0], \\
(T^* \lambda)(t_0) + \varphi(t), & t \in (t_0, t_0 + r_1].
\end{array} \right.
\]

The remaining parts of the proof can be modified easily.

Example 4. Let \( n = 1 \) and let (1.1) be reduced to a nonlinear equation

\[
\dot{y}(t) = -(\cos t)^2 \sin^2 t y(t - \sin t).
\]

Set \( t_0 = -1 \). Then, since \( r_1 = r_2 = 1 \), we have \( \beta^{-} = (-\infty, -1] \) and \( \beta_{r_1}^{-} = (-\infty, 0] \). This equation changes its type, being delayed or advanced if \( \sin t > 0 \) or \( \sin t < 0 \), respectively. By Theorem 3, we prove that there exist nontrivial left semi-global solutions to equation (3.5). Let \( 0 < k \leq e^{-1/2} \). The operator equation (3.1) has the form

\[
\lambda(t) = (T^* \lambda)(t) := k^2(\cos t)^2 e^{2t} \left( \exp \int_0^t \lambda(s) ds \right) \left( \exp \int_{-\sin t}^0 \lambda(s) ds \right), \quad t \in \beta^{-}.
\]

Condition (i) can be simply verified and we omit the technical details. Condition (ii) with inequalities (3.2) hold for \( \mathcal{L}, \mathcal{R} : \beta_{r_1}^{-} \to \mathbb{R}^n \) defined as \( \mathcal{L} := 0, \mathcal{R} := 1 \) because

\[
0 = \mathcal{L}(t) \leq (T^* \mathcal{L})(t) = k^2(\cos t)^2 e^{2t}, \quad t \in \beta^{-}
\]

and

\[
1 = \mathcal{R}(t) = (T^* \mathcal{R})(t) = k^2(\cos t)^2 e^{2t}, \quad t \in \beta^{-}.
\]

The choice \( \varphi(t) := 0, t \in [-1, 0] \) implies that condition (iii) holds. Moreover, for any locally integrable functions \( \lambda, \mu : \beta_{r_1}^{-} \to \mathbb{R} \) such that \( \lambda(t) \leq \mu(t), t \in \beta_{r_1}^{-} \), inequality (3.3) holds because the operator \( T^* \) is increasing and (iv) holds. By Theorem 3, for every admissible fixed \( k \), there exists a left semi-global solution \( y : \beta_{r_1}^{-} \to \mathbb{R} \) of (3.5) satisfying \( y(0) = k \) and (3.4), where \( i = j = 0 \), that is,

\[
I^*(k, \mathcal{L})(t) = k \leq y(t) \leq ke^{-t} = I^*(k, \mathcal{R})(t), \quad t \in (-\infty, 0].
\]

3.1 Left semi-global solutions in a linear case

In this section, linear equation (2.29) is considered assuming that functions \( c, d : \beta^{-} \to [0, \infty), \tau : \beta^{-} \to [0, r_1] \) and \( \sigma : \beta^{-} \to [0, r_2] \) are Lipschitz continuous.

Theorem 4. Let there be bounded continuous functions \( \mathcal{L}, \mathcal{R} : \beta_{r_1}^{-} \to \mathbb{R}, \mathcal{L}(t) \leq \mathcal{R}(t), t \in \beta_{r_1}^{-} \) and a Lipschitz continuous function \( \varphi : [t_0, t_0 + r_1] \to \mathbb{R} \) satisfying \( \varphi(t_0) = 0 \). Moreover, let

\[
\mathcal{L}(t) \leq c(t) \exp \left( \int_{t-\tau(t)}^t \mathcal{L}(s) ds \right) - d(t) \exp \left( \int_{t+\sigma(t)}^t \mathcal{L}(s) ds \right), \quad t \in \beta^{-}\]

(3.6)

\[
\mathcal{R}(t) \geq c(t) \exp \left( \int_{t-\tau(t)}^t \mathcal{R}(s) ds \right) - d(t) \exp \left( \int_{t+\sigma(t)}^t \mathcal{R}(s) ds \right)
\]

(3.7)

and

\[
\mathcal{L}(t) \leq \mathcal{L}(t_0) \exp \left( \int_{t_0}^{t_0 - \tau(t_0)} \mathcal{L}(s) ds \right) - d(t_0) \exp \left( \int_{t_0 + \sigma(t_0)}^{t_0} \mathcal{L}(s) ds \right) + \varphi(t), \quad t \in \beta^{-}
\]

(3.8)
Moreover, there exist continuous limits which is a particular case of equation \( \nu \)
where semi-global solutions and, for arbitrary indexes \( i \geq 0, j \geq 0 \),
\[
\exp \left( \int_{t_0}^{t} v_i(s) \, ds \right) \leq y(t) \leq \exp \left( \int_{t_0}^{t} \mu_j(s) \, ds \right), \quad t \in \mathbb{R}^+_{+1}
\]  \hspace{1cm} (3.10)
where \( v_i(t) \leq v_{i+1}(t), \mu_{j+1}(t) \leq \mu_j(t), v_i(t) \leq \mu_j(t), v_0(t) := L(t), \mu_0(t) := R(t), t \in \mathbb{R}^+_{+1} \), and, for \( i > 0, j > 0 \),
\[
v_i(t) := \begin{cases} \ c(t) \exp \left( \int_{t-t_0}^{t} v_i(s) \, ds \right) - d(t) \exp \left( \int_{t-t_0}^{t} v_{i-1}(s) \, ds \right), & t \in (-\infty, t_0], \\ \ v_i(t_0), & t \in (t_0, t_0 + r_2], \\ \ c(t) \exp \left( \int_{t-t_0}^{t} \mu_j(s) \, ds \right) - d(t) \exp \left( \int_{t-t_0}^{t} \mu_{j-1}(s) \, ds \right), & t \in (-\infty, t_0], \\ \ \mu_j(t), & t \in (t_0, t_0 + r_2]. \end{cases}
\]
Moreover, there exist continuous limits \( v(t) = \lim_{i \to \infty} v_i(t), \mu(t) = \lim_{j \to \infty} \mu_j(t), v(t) \leq \mu(t), t \in \mathbb{R}^+_{+1}, \) defining left semi-global solutions \( y_v, y_\mu : \mathbb{R}^+_{+1} \to \mathbb{R} \) of (2.29) satisfying \( y_v(t_0 + r_2) = y_\mu(t_0 + r_2) = 1 \), by the formulas
\[
y_v(t) = \exp \left( \int_{t_0}^{t} v(s) \, ds \right), \quad y_\mu(t) = \exp \left( \int_{t_0}^{t} \mu(s) \, ds \right), \quad t \in \mathbb{R}^+_{+1}
\]
and, for arbitrary indexes \( i \geq 0, j \geq 0 \),
\[
\exp \left( \int_{t_0}^{t} v_i(s) \, ds \right) \leq y_v(t) \leq \exp \left( \int_{t_0}^{t} \mu_j(s) \, ds \right), \quad t \in \mathbb{R}^+_{+1}.
\]
Proof. The proof is omitted since it is similar to the proof of Theorem 2 and uses the conclusion of Theorem 3.

Example 5. Consider the existence of left semi-global solutions to the scalar linear equation
\[
y(t) = -e^t y(t - 1) + e^{-1} (\sin t)^2 y(t + 1), \quad (3.11)
\]
which is a particular case of equation (2.29), where \( \tau(t) = 1, \sigma(t) = 1, c(t) = e^t, d(t) = e^{-1} (\sin t)^2 \). We have \( r_1 = r_2 = 1 \). Let \( t_0 = -2 \). Then, \( \mathbb{J}^- = (\infty, -2) \) and \( \mathbb{J}^+_{+1} = (-\infty, -1] \). Now, verify the hypotheses of Theorem 4 assuming \( L(t) = -1, R(t) = 1, t \in (-\infty, -1], \) and \( \varphi \equiv 0, t \in [-2, -1] \). The resulting estimate of the right-hand side of (3.6) is
\[
e^{t-1} - e^{-1} (\sin t)^2 e^{-1} > - (\sin t)^2 \geq -1 = L(t), \quad t \in \mathbb{J}^-
\]
and (3.6) holds. Estimating the right-hand side of (3.7) leads to
\[
e^{t-1} - e^{-1} (\sin t)^2 e^{-1} \leq e^{t-1} \leq e^{-1} < 1 = R(t), \quad t \in \mathbb{J}^-
\]
and (3.7) holds as well. Similarly, it can be verified that inequalities (3.8), (3.9) hold (because \( L(t), R(t) \) are constants). All the hypotheses of Theorem 4 hold and, by inequality (3.10) with \( i = j = 0 \), there exists a solution \( y(t) \) of equation (3.11) on \( \mathbb{J}^+_{+1} \) such that \( y(-1) = 1 \) and
\[
e^{t-1} \leq y(t) \leq e^{-1}, \quad t \in (-\infty, -1].
\]
4 Semi-Global Solutions in Non-Iterative Case

Carefully tracing the proof of Theorem 1, we can derive a theorem on the existence of semi-global solutions of classes of equations without applying the monotone iterative method. In this case, we will get upper and below estimates of semi-global solutions without the possibility of improving them in an iterative process, that is, without using functions of the type \( v_i(t), \mu_i(t), i = 0, 1, \ldots. \)

**Theorem 5.** Let us assume that \( k \in \mathbb{R}^n \). Let the hypotheses (i), (ii) and (iii) of Theorem 1 hold. If, moreover, for any locally integrable function \( \lambda: J_+ \to \mathbb{R}^n \), the inequality

\[
L(t) \leq \lambda(t) \leq R(t), \quad t \in J_+
\]

implies

\[
(TL)(t) \leq (T\lambda)(t) \leq (TR)(t), \quad t \in J,
\]

then there exists a right semi-global solution \( y: J_+ \to \mathbb{R}^n \) of (1.1) satisfying \( y(t_0 - r_1) = k \) and

\[
I(k, L)(t) \leq y(t) \leq I(k, R)(t), \quad t \in J_+.
\]

**Proof.** The proof can be done along the same lines as the proof of Theorem 1 with the following modification. From the above proof, we delete the parts Monotone iterative sequences and The theorem applied to monotone iterative methods. Since the operator \( G \) is compact and the property (4.1) is assumed, by Schauder-Tychonoff fixed-point theorem, there exists a fixed point of \( G \) and the relation between \( G \) and \( T \) defined by (2.11) implies that it is a solution of the equation (2.3).

The following theorem can be proved in much the same way based on Theorem 3.

**Theorem 6.** Let us assume that \( k \in \mathbb{R}^n \). Let the hypotheses (i), (ii) and (iii) of Theorem 3 hold. If, moreover, for any locally integrable function \( \lambda^*: J_-^1 \to \mathbb{R}^n \), the inequality

\[
L(t) \leq \lambda^*(t) \leq R(t), \quad t \in J_-
\]

implies

\[
(T^*L)(t) \leq (T^*\lambda^*)(t) \leq (T^*R)(t), \quad t \in J,
\]

then there exists a left semi-global solution \( y: J_-^1 \to \mathbb{R}^n \) of (1.1) satisfying \( y(t_0 + r_2) = k \) and

\[
I^*(k, L)(t) \leq y(t) \leq I^*(k, R)(t), \quad t \in J_-^1.
\]

**Remark 1.** For the case of a linear equation (2.29), Theorems 2 and 4 use simplified hypotheses of Theorems 1 and 3. Also, for such a linear equation, the hypotheses of Theorems 5 and 6 are equivalent with those of Theorems 2 and 4 and so the linear case need not be considered separately.

5 Global Solutions

This section is concerned with the existence of global solutions on the entire \( \mathbb{R} \). The general case is treated in section 5.1 using the iterative method, and a particular linear case in section 5.2. This problem without the iterative method applied is discussed in section 5.3.

Assume the existence of bounded continuous functions \( L, R: \mathbb{R} \to \mathbb{R}^n \) which satisfy

\[
L(t) \leq R(t), \quad t \in \mathbb{R}.
\]

By \( \Omega \) we denote the set of the functions \( \lambda \in C(\mathbb{R}, \mathbb{R}^n) \) with the property \( L(t) \leq \lambda(t) \leq R(t), t \in \mathbb{R} \), that is,

\[
\Omega := \{ \lambda \in C(\mathbb{R}, \mathbb{R}^n): L(t) \leq \lambda(t) \leq R(t) \}.
\]
Define a mapping
\[ I^*: \mathbb{R}^n_0 \times \mathbb{R} \times C(\mathbb{R}, \mathbb{R}^n) \to C(\mathbb{R}, \mathbb{R}^n) \]
where \( I^*(k, t, \lambda) = (I_1^*(k, t, \lambda), I_2^*(k, t, \lambda), \ldots, I_n^*(k, t, \lambda)) \), \( k \in \mathbb{R}^n_0 \) is a constant vector, \( \lambda \in C(\mathbb{R}, \mathbb{R}^n) \) is a vector-function, \( t_0 \in \mathbb{R} \) is fixed, and
\[
I_i^*(k, t, \lambda)(t) := k_i \exp \left( \int_{t_0}^{t} \lambda_i(s) \, ds \right), \quad i = 1, \ldots, n, \quad t \in \mathbb{R}. \tag{5.2}
\]

Let us look for a solution of equation (1.1) in an exponential form
\[
y(t) = I^*(k, t, \lambda)(t) \tag{5.3}
\]
with suitable \( k \in \mathbb{R}^n_0, t_0 \in \mathbb{R} \) and \( \lambda \in C(\mathbb{R}, \mathbb{R}^n) \). This leads to the operator equation
\[
\lambda(t) = (T^* \lambda)(t) := f(t, I^*(k, t, \lambda_t), I^*(k, t, \lambda))(\text{diag}(I^*(k, t, \lambda)(t)))^{-1} \tag{5.4}
\]
where \( t \in \mathbb{R} \) and \( T^* : C(\mathbb{R}, \mathbb{R}^n) \to C(\mathbb{R}, \mathbb{R}^n) \).

### 5.1 Global solutions found by iterative monotone method

With several modifications, the monotone iterative method used in the proof of Theorem 1, can be employed to prove the existence of global solutions as well. This is described by the below theorem.

**Theorem 7.** Let \( k \in \mathbb{R}^n_0, t_0 \in \mathbb{R} \) and let \( \mathcal{L}, R : \mathbb{R} \to \mathbb{R}^n \) be bounded continuous functions, satisfying (5.1). Let, moreover, the following hold.

(i) For any fixed \( a, b \in \mathbb{R}, a < b \), there exists a constant \( K \) such that, for any function \( \lambda \in \Omega \),
\[
\left| (T^* \lambda)(t) - (T^* \lambda)(t') \right| \leq K |t - t'|,
\]
for arbitrary \( t, t' \in [a, b] \).

(ii) \( \mathcal{L}(t) \leq (T^* \mathcal{L})(t), \quad R(t) \geq (T^* R)(t), \quad t \in \mathbb{R} \).

(iii) For any \( \lambda^*, \mu^* \in \Omega \), the inequality
\[
\mathcal{L}(t) \leq \lambda^*(t) \leq \mu^*(t) \leq R(t), \quad t \in \mathbb{R}
\]
implies
\[
(T^* \mathcal{L})(t) \leq (T^* \lambda^*)(t) \leq (T^* \mu^*)(t) \leq (T^* R)(t), \quad t \in \mathbb{R}.
\]

Then, there exists a global solution \( y : \mathbb{R} \to \mathbb{R}^n \) of (1.1) satisfying \( y(t_0) = k \) and, for arbitrary indexes \( i \geq 0, j \geq 0 \),
\[
I^*(k, t_0, v_i)(t) \leq y(t) \leq I^*(k, t_0, \mu_j)(t) \quad \text{for} \quad t_0 < t, \tag{5.5}
\]
\[
I^*(k, t_0, \mu_j)(t) \leq y(t) \leq I^*(k, t_0, v_i)(t) \quad \text{for} \quad t_0 > t, \tag{5.6}
\]
where \( v_i(t) \leq v_{i+1}(t), \mu_{j+1}(t) \leq \mu_j(t), v_i(t) \leq v_0(t) := \mathcal{L}(t), \mu_0(t) := R(t), t \in \mathbb{R}, \) and, for \( i > 0, j > 0 \),
\[
v_i(t) := (T^* v_{i-1})(t), \quad \mu_j(t) := (T^* \mu_{j-1})(t), \quad t \in \mathbb{R}. \tag{5.7}
\]

Moreover, there exist continuous limits
\[
v(t) = \lim_{i \to \infty} v_i(t), \quad \mu(t) = \lim_{j \to \infty} \mu_j(t), \quad v(t) \leq \mu(t), \quad t \in \mathbb{R}. \tag{5.8}
\]
defining global solutions by the formulas $y(t) = I(k, \nu)(t)$, $y(t) = I(k, \mu)(t)$, $t \in \mathbb{R}$ satisfying $y(t) = y(t) = k$ and inequalities

$$I^{**}(k, t, v_i)(t) \leq y(t) \leq y(t) \leq I^{**}(k, t, \mu_j)(t) \text{ for } t_s < t,$$

$$I^{**}(k, t, \mu_i)(t) \leq y(t) \leq y(t) \leq I^{**}(k, t, v_i)(t) \text{ for } t_s > t,$$

where $i \geq 0$, $j \geq 0$ are arbitrary.

**Proof.** As mentioned above, the proof is a variant of the proof of Theorem 1 with the following changes. Instead of the space $L$, the Banach space $L = C(\mathbb{R}, \mathbb{R}^n)$ is used of bounded continuous functions from $\mathbb{R}$ into $\mathbb{R}^n$ and the closed, normal order cone is defined as $\mathcal{K} := C(\mathbb{R}, \mathbb{R}^n_{\geq 0})$. The operator $T^{**} : L \to L$ is used instead of the previous operator $G$. The monotone iterative sequences are constructed in much the same way by formulas (5.7) and inequalities

$$L(t) = v_0(t) \leq v_1(t) \leq \cdots \leq v_i(t) \leq \cdots \leq \mu_i(t) \leq \cdots \leq \mu_1(t) \leq \mu_0(t) = \mathcal{R}(t)$$

where $i = 0, 1, \ldots$, and $t \in \mathbb{R}$, similar to (2.16) are guaranteed to hold by (ii) and (iii). Similarly, with (i), the compactness of $T^{**}$ can be proved. Finally, Theorem 7A in [33, p. 283] on monotone iterative methods can be applied to confirm the existence of limit functions (5.8) with the desired properties.  

---

**Example 6.** Let $n = 1$, $t_s \in \mathbb{R}$ and $k = 1$ be fixed. We will use Theorem 7 to prove the existence of a positive global solution to the linear equation

$$\dot{y}(t) = (\sin t)y(t + \varepsilon \sin t) \quad (5.9)$$

where $t \in \mathbb{R}$, $r_1 = r_2 = \varepsilon$ and $\varepsilon$ is a fixed constant satisfying $0 < \varepsilon \leq 0.5 \ln 2$. The operator equation (5.4) takes the form

$$\lambda(t) = (T^{**}\lambda)(t) := (\sin t) \exp \left( \int_0^t \lambda(s)ds \right), \quad t \in \mathbb{R}.$$  

Set $\mathcal{L}(t) := -2$, $\mathcal{R}(t) := 2$. Then, $\Omega := \{ \lambda \in C(\mathbb{R}, \mathbb{R}^n) : -2 \leq \lambda(t) \leq 2 \}$. Condition (i) obviously holds. Let us show that condition (ii) holds as well. We get

$$v_1(t) = (T^{**}\mathcal{L})(t) = (T^{**}(-2))(t) = (\sin t) \exp \left( - \int_0^t 2 ds \right) = (\sin t)e^{-2\varepsilon \sin t} \geq -2 = \mathcal{L}(t),$$

Fig. 5: To Example 6.
\[ \mu_1(t) = (T^{*} \mathcal{L})(t) = (T^{*}(2))(t) = (\sin t) \exp \left( \int_{t}^{t+\varepsilon \sin t} 2 \, ds \right) = (\sin t)e^{2\varepsilon \sin t} \lesssim 2 = \mathcal{R}(t). \]

Similarly, condition (iii) can be verified. Therefore, a global solution \( y(t) \) of (5.9) exists, \( y(t) = 1 \) and, from (5.5), (5.6) where \( i = j = 0 \), we get

\[
\min\{e^{2(t-t_*)}, e^{-2(t-t_*)}\} \lesssim y(t) \lesssim \max\{e^{2(t-t_*)}, e^{-2(t-t_*)}\}, \quad t \in \mathbb{R}. \tag{5.10}
\]

Figure 5 visualizes for \( k = 1 \) and \( t_* = 0 \) the behaviour of "starting" functions (a subsolution and a supersolution) \( v_0 = \mathcal{L}, \mu_0 = \mathcal{R} \), their images (by operator \( T^{*} \)) \( v_1, \mu_1 \), and possible limits \( v, \mu \). Figure 6 shows the behaviour (numerically computed) of \( I^{*}(1, 0, v_0)(t), I^{*}(1, 0, v_1)(t), I^{*}(1, 0, \mu_0)(t), I^{*}(1, 0, \mu_1)(t) \), and possible solutions \( y_v(t), y_\mu(t) \). It can be seen that, in the case considered, the function \( I^{*}(1, 0, \mu_1)(t) \), for \( t \geq 0 \), substantially improves the estimates of solutions given by \( I^{*}(1, 0, \mu_0)(t) \) and the function \( I^{*}(1, 0, v_1)(t) \), for \( t \leq 0 \), substantially improves the estimates of solutions given by \( I^{*}(1, 0, v_0)(t) \).

![Figure 6: To Example 6.](image)

### 5.2 Global solutions found by iterative monotone method - a linear case

Consider a linear equation (2.29) if \( \beta = \mathbb{R} \) and assume that the functions \( c, d : \mathbb{R} \to [0, \infty), \tau : \mathbb{R} \to [0, r_1] \) and \( \sigma : \mathbb{R} \to [0, r_2] \) are Lipschitz continuous. Therefore, the result below is a linear variant of Theorem 7.

**Theorem 8.** Let there exist bounded continuous functions \( \mathcal{L}, \mathcal{R} : \mathbb{R} \to \mathbb{R} \) satisfying (5.1) and inequalities

\[
\mathcal{L}(t) \leq -c(t) \exp \left( \int_{t}^{t-\tau(t)} \mathcal{L}(s) \, ds \right) + d(t) \exp \left( \int_{t}^{t+\sigma(t)} \mathcal{L}(s) \, ds \right), \tag{5.11}
\]

\[
\mathcal{R}(t) \geq -c(t) \exp \left( \int_{t}^{t-\tau(t)} \mathcal{R}(s) \, ds \right) + d(t) \exp \left( \int_{t}^{t+\sigma(t)} \mathcal{R}(s) \, ds \right) \tag{5.12}
\]
on \( \mathbb{R} \). Then, for any given \( t_* \in \mathbb{R} \), there exists a global solution \( y = y^*(t) \) of (2.29) on \( \mathbb{R} \) such that \( y^*(t_*) = 1 \) and, for arbitrary indices \( i \geq 0, j \geq 0 \),

\[
\exp \left( \int_{t_*}^t \nu_i(s) \, ds \right) \leq y^*(t) \leq \exp \left( \int_{t_*}^t \mu_j(s) \, ds \right) \quad \text{for} \quad t > t_*, 
\]

(5.13)

\[
\exp \left( \int_{t_*}^t \mu_j(s) \, ds \right) \leq y^*(t) \leq \exp \left( \int_{t_*}^t \nu_i(s) \, ds \right) \quad \text{for} \quad t < t_*. 
\]

(5.14)

where \( \nu_i(t) \leq \nu_{i+1}(t), \mu_{j+1}(t) \leq \mu_j(t), \nu_j(t) \leq \mu_j(t), \nu_0(t) := \mathcal{L}(t), \mu_0(t) := \mathcal{R}(t), t \in \mathbb{R} \), and, for \( i > 0, j > 0 \),

\[
v_i(t) := -c(t) \exp \left( \int_{t_*}^t \nu_{i-1}(s) \, ds \right) + d(t) \exp \left( \int_{t_*}^t \nu_{i+1}(s) \, ds \right), \quad t \in \mathbb{R}
\]

\[
\mu_j(t) := -c(t) \exp \left( \int_{t_*}^t \mu_{j-1}(s) \, ds \right) + d(t) \exp \left( \int_{t_*}^t \mu_{j+1}(s) \, ds \right), \quad t \in \mathbb{R},
\]

Moreover, there exist continuous limits \( \nu(t) = \lim_{t \to \infty} \nu_i(t), \mu(t) = \lim_{t \to \infty} \mu_j(t), \nu(t) \leq \mu(t), t \in \mathbb{R} \), defining global solutions \( y_\nu, y_\mu : \mathbb{R} \to \mathbb{R}^n \) of (2.29) such that \( y_\nu(t_*) = y_\mu(t_*) = k \), by the formulas

\[
y_\nu(t) = \exp \left( \int_{t_*}^t \nu(s) \, ds \right), \quad y_\mu(t) = \exp \left( \int_{t_*}^t \mu(s) \, ds \right), \quad t \in \mathbb{R}
\]

and, for arbitrary \( i \geq 0, j \geq 0 \),

\[
\exp \left( \int_{t_*}^t \nu_i(s) \, ds \right) \leq y(t) \leq y(t) \leq \exp \left( \int_{t_*}^t \mu_j(s) \, ds \right) \quad \text{for} \quad t > t_*, 
\]

\[
\exp \left( \int_{t_*}^t \mu_j(s) \, ds \right) \leq y(t) \leq \exp \left( \int_{t_*}^t \nu_i(s) \, ds \right) \quad \text{for} \quad t < t_*.
\]

(5.14)

Proof. The theorem is a consequence of Theorem 7 applied to equation (2.29). Condition (i) holds because of the Lipschitz continuity of \( c, d, \tau \) and \( \sigma \). Condition (ii) reduces to (5.11), (5.12). Condition (iii) holds due to non-negativity of \( c \) and \( d \). Inequalities (5.13), (5.14) are consequences of (5.5), (5.6). \( \square \)

Remark 2. Theorem 8 is applicable to autonomous equation (2.42) considered in Section 2.2. Therefore, based on the computations performed there, we state that, by formulas (5.13), (5.14), for every \( t_* \in \mathbb{R} \), there exists a global solution \( y = y(t) \) to (2.42) such that \( y(t_*) = 1 \),

\[
e^{\nu_i(t-t_*)} \leq y(t) \leq e^{\mu_i(t-t_*)}, \quad i, j = 0, 1, \ldots, \quad t > t_*,
\]

\[
e^{\mu_i(t-t_*)} \leq y(t) \leq e^{\nu_i(t-t_*)}, \quad i, j = 0, 1, \ldots, \quad t < t_*,
\]

and \( \nu_i, \mu_j \) can be computed by the same iterative process with several first values displayed in the Table 1.

Example 7. Let us apply Theorem 8 to the equation (a particular case of equation (2.29))

\[
y(t) = -1.01e^{-1-0.001(\sin t)^2} y(t-1) + 1.1e^{-1} y(t+1)
\]

(5.15)

where \( \tau(t) = \sigma(t) = 1, c(t) = 1.01 \exp(-1 - 0.001(\sin t)^2) \) and \( d(t) = 1.1e^{-1} \). Let \( \mathcal{L}(t) = 0.1 \) and \( \mathcal{R}(t) = 0.2 \). Estimating the right-hand side of (5.11), we derive

\[
-1.01e^{-1-0.001(\sin t)^2} e^{-0.1} + 1.1e^{-1} e^{0.1} \geq -1.01e^{-1.1} + 1.1e^{-0.9} \approx 0.111 > 0.1 = \mathcal{L}(t), \quad t \in \mathbb{R}
\]
and (5.11) holds. Similarly, estimating the right-hand side of (5.12), we arrive at
\[-1.01e^{-1.001\sin t^2} e^{-0.2} + 1.1e^{-1.201} + 1.1e^{-0.8} \equiv 0.190 < 0.2 = R(t), \quad t \in \mathbb{R}\]
and (5.12) holds. Therefore, the equation (5.15) has, for any given \( t_* \in \mathbb{R} \), a global solution \( y = y^*(t) \) such that \( y^*(t) = 1 \) and, by (5.13), (5.14) with \( i = j = 0 \),
\[
\min \left\{ e^{0.1l(t-t_*)}, e^{0.2l(t-t_*)} \right\} \leq y^*(t) \leq \max \left\{ e^{0.1l(t-t_*)}, e^{0.2l(t-t_*)} \right\}, \quad t \in \mathbb{R}. \quad (5.16)
\]

Note that equation (5.15) where the “small” term \(-0.001\sin t^2\) is omitted has a solution \( y(t) = e^{\lambda(t-t_*)} \) where \( \lambda \) solves the equation \( \lambda e = -1.01e^{-\lambda} + 1.1e^{\lambda} \). One of the real roots equals (by WolframAlpha software) \( \lambda \approx 0.151683 \). This is in accordance with (5.16).

**Remark 3.** It is well-known (we refer, e.g., to [1, Corollary 2.5] or [18, Theorem 3.1]) that the equation
\[
\dot{y}(t) = -c(t)y(t - \tau(t)), \quad t \in \mathbb{R}^+, \quad (5.17)
\]
Similarly (we refer, e.g., to [1, Corollary 5.1] or [14, Theorem 3.2]), equation \( \dot{y}(t) = d(t)y(t + \sigma(t)), \) which is equation (2.29) with \( c \equiv 0 \), has a positive solution on an interval \( t \in \mathbb{R}^+ \) if
\[
\int_{t-\tau(t)}^{t} c(s)ds \leq e^{-1}, \quad t \in \mathbb{R}^+. \quad (5.18)
\]
In Example 7, we proved that there exists a positive solution to equation (5.15) in spite of the fact that the particular criteria (5.17), (5.18) (being sharp in many cases) are not fulfilled for this equation restricted to an interval \( \mathbb{R}^+ \) since
\[
\int_{t-\tau(t)}^{t} c(s)ds = 1.01 \int_{t-1}^{t} e^{-1.001\sin s^2}ds > 1.01 \int_{t-1}^{t} e^{-1.001}ds \approx 1.009 e^{-1} > e^{-1}, \quad t \in \mathbb{R}^+\]
and
\[
\int_{t}^{t+\sigma(t)} d(s)ds = 1.1e^{-1} \int_{t}^{t+1} ds = 1.1 e^{-1} > e^{-1}, \quad t \in \mathbb{R}^+.\]

**Example 8.** To illustrate a type (2.29) linear equation, rather than using a new example, we rewrite equation (5.9) previously considered in Example 6 in the form of equation (2.29). It is easy to see that such an equation can be written as
\[
\dot{y}(t) = -c(t)y(t - \tau(t)) + d(t)y(t + \sigma(t)) \quad (5.19)
\]
where \( c(t) := (|\sin t| - \sin t)/2, \) \( d(t) := (|\sin t| + \sin t)/2 \) and
\[
\tau(t) := \begin{cases} -\epsilon \sin t & \text{if } \sin t \leq 0, \\ 0 & \text{if } \sin t > 0 \end{cases}\quad \text{and} \quad \sigma(t) := \begin{cases} 0 & \text{if } \sin t \leq 0, \\ \epsilon \sin t & \text{if } \sin t > 0. \end{cases}
\]
Putting \( \mathcal{L}(t) := -2 \) and \( \mathcal{R}(t) := 2 \), we can verify (as in Example 6) that inequalities (5.11), (5.12) hold and that there exists a global solution to (5.19) satisfying (5.10).
5.3 Global solutions in a non-iterative case

Below we formulate a theorem on the existence of global solutions if hypothesis (iii) in Theorem 7 is replaced by a weaker one. While by this approach, the existence of a global solution can be proved for a rather wide class of equations, we lose the iterative process converging to such a global solution. Since the proof can be made in much the same way as that of Theorem 7 with some changes mentioned in the proof of Theorem 5, we omit it. In addition, we do not formulate a linear analogy for equation (2.29) for much the same reason as the one explained in Remark 1.

**Theorem 9.** Let \( k \in \mathbb{R}_{\geq 0}, t_\ast \in \mathbb{R} \) and let \( \mathcal{L}, \mathcal{R} : \mathbb{R} \to \mathbb{R}^n \) be bounded continuous functions, satisfying (5.1). Let the hypotheses (i) and (ii) of Theorem 7 be fulfilled. If, moreover, for an arbitrary \( \lambda \in \Omega \),

\[
(T^{**} \mathcal{L}) (t) \leq (T^{**} \lambda) (t) \leq (T^{**} \mathcal{R}) (t), \quad t \in \mathbb{R},
\]

then there exists a global solution \( y : \mathbb{R} \to \mathbb{R}^n \) of (1.1) satisfying \( y(t_\ast) = k \) and

\[
I^{**} (k, t_\ast, \mathcal{L})(t) \leq y(t) \leq I^{**} (k, t_\ast, \mathcal{R})(t) \quad \text{for} \quad t < t_\ast,
\]

\[
I^{**} (k, t_\ast, \mathcal{R})(t) \leq y(t) \leq I^{**} (k, t_\ast, \mathcal{L})(t) \quad \text{for} \quad t > t_\ast.
\]

**Example 9.** Let \( n = 1, t_\ast = 0 \) and \( k = 1 \) be fixed. We will use Theorem 9 to prove the existence of a positive global solution to a scalar equation

\[
\dot{y}(t) = \frac{-3}{2(e-1)} \int_{t-1}^{t} y(s) ds - \frac{1 + 0.01 \sin y(t)}{2(e-1)} \int_{t}^{t+1} y(s) ds.
\]

The operator equation (5.4), \( \lambda(t) = (T^{**} \lambda)(t), t \in \mathbb{R} \), takes the form

\[
\lambda(t) = \frac{-3}{2(e-1)} \int_{t-1}^{t} \exp \left( \int_{t}^{s} \lambda(q) dq \right) ds - \frac{1 + 0.01 \sin y(t)}{2(e-1)} \int_{t}^{t+1} \exp \left( \int_{t}^{s} \lambda(q) dq \right) ds
\]

where \( y(t) = \exp \left( \int_{0}^{t} \lambda(s) ds \right) \). Set \( \mathcal{L}(t) := 0.8, \mathcal{R}(t) := 0.2 \). Then,

\[
\Omega := \{ \lambda \in C(\mathbb{R}, \mathbb{R}) : -0.8 \leq \lambda(t) \leq -0.2 \}.
\]

Hypothesis (i) obviously holds and so does hypothesis (ii) because, from (5.24), we derive

\[
(T^{**} \mathcal{L})(t) = (T^{**} (-0.8))(t) = \frac{3(1 - e^{0.8})}{1.6(e-1)} + \frac{(1 + 0.01 \sin y(t))(e^{-0.8} - 1)}{1.6(e-1)} \leq \frac{3(1 - e^{0.8})}{1.6(e-1)} + \frac{(1 - 0.01)(e^{0.8} - 1)}{1.6(e-1)} = -0.798295 > \mathcal{L}(t) = -0.8,
\]

\[
(T^{**} \mathcal{R})(t) = (T^{**} (-0.2))(t) = \frac{3(1 - e^{0.2})}{0.4(e-1)} + \frac{(1 + 0.01 \sin y(t))(e^{-0.2} - 1)}{0.4(e-1)} \leq \frac{3(1 - e^{0.2})}{0.4(e-1)} + \frac{(1 + 0.01)(e^{0.2} - 1)}{0.4(e-1)} = -0.242306 < \mathcal{R}(t) = -0.2.
\]

By the above computations, we can easily verify that condition (5.20) holds as well. We conclude that a global solution \( y(t) \) of (5.23) exists, \( y(0) = 1 \) and

\[
\min(e^{-0.2t}, e^{-0.8t}) \leq y(t) \leq \max(e^{-0.2t}, e^{-0.8t}), \quad t \in \mathbb{R}.
\]

Let us note that, if the term \( 0.01 \sin y(t) \) is omitted in equation (5.23), then there exists a global solution \( y(t) = e^{pt} \) where, by WolframAlpha software, \( p = -0.618447 \). This is in accordance with (5.25).
Example 10. Let \( n = 2 \). Consider a non-linear system as a particular case of (1.1),

\[
\begin{align*}
\dot{y}_1(t) &= 0.5(\sin y_2(t))^2 \int_t^{t+1} y_2(s)\,ds, \\
\dot{y}_2(t) &= 0.5(\cos y_1(t))^2 \int_t^{t-1} y_1(s)\,ds.
\end{align*}
\] (5.26)

We have \( r_1 = r_2 = 1 \). Let \( k_1 = k_2 = 1 \) and \( t_*= 0 \). Then, by (5.2) and (5.3)

\[
y_i(t) = \exp \left( \int_0^t \lambda_i(s)\,ds \right), \quad i = 1, 2.
\] (5.28)

Operator equation (5.4) is equivalent with the system (to simplify the notation, we do not replace below all \( y_i(t) \), \( i = 1, 2 \) having in mind equation (5.28))

\[
\begin{align*}
\lambda_1(t) &= (T_1\lambda)(t) := 0.5(\sin y_2(t))^2 \int_t^{t+1} \exp \left( \int_s^t \lambda_2(q)\,dq \right)\,ds, \\
\lambda_2(t) &= (T_2\lambda)(t) := 0.5(\cos y_1(t))^2 \int_t^{t-1} \exp \left( \int_s^{t-1} \lambda_1(q)\,dq \right)\,ds.
\end{align*}
\] (5.29, 5.30)

Let \( \mathcal{L}_i(t) = 0, \mathcal{R}_i(t) = 1, \) \( i = 1, 2 \). Hypothesis (i) of Theorem 9 is obviously fulfilled. Let us show that hypothesis (ii) holds as well. Inequality \( \mathcal{L}_i(t) \leq (T^{**}\mathcal{L}_i)(t) \) holds because (5.29) results in \( 0 \leq 0.5(\sin(y_2(t)))^2 \) while (5.30) in \( 0 \leq 0.5(\cos(y_1(t)))^2, \) \( t \in \mathbb{R} \). Inequality \( \mathcal{R}_i(t) \geq (T^{**}\mathcal{R}_i)(t) \) holds as well, as implied by the below estimates

\[
\begin{align*}
(T_1^{**}\mathcal{L}_1(t)) &= 0.5(\sin y_2(t))^2 \int_t^{t+1} \exp \left( \int_s^t 1\,dq \right)\,ds = 0.5(\sin y_2(t))^2(e-1) \leq 0.8592 < 1 = \mathcal{R}_1(t), \\
(T_2^{**}\mathcal{L}_1(t)) &= 0.5(\cos y_1(t))^2 \int_t^{t-1} \exp \left( \int_s^{t-1} 1\,dq \right)\,ds = 0.5(\cos y_1(t))^2(e-1) \leq 0.8592 < 1 = \mathcal{R}_2(t).
\end{align*}
\]

Condition (5.20) is fulfilled because, for an arbitrary \( \lambda(t) = (\lambda_1(t), \lambda_2(t)) \) such that

\[
\lambda \in \Omega = \{ \lambda \in C(\mathbb{R}, \mathbb{R}^2) : 0 \leq \lambda_i(t) \leq 1, i = 1, 2 \},
\]

as suggested by (5.29), (5.30),

\[
\begin{align*}
(T_1^{**}\mathcal{L}_1(t)) &= 0.5(\sin y_2(t))^2 \leq (T_1^{**}\lambda_1)(t) = 0.5(\sin y_2(t))^2 \int_t^{t+1} \exp \left( \int_s^t \lambda_2\,dq \right)\,ds \\
&\leq 0.5(\sin y_2(t))^2 \int_t^{t+1} \exp \left( \int_s^t 1\,dq \right)\,ds = (T_1^{**}\mathcal{R}_1)(t) = 0.5(\sin y_2(t))^2(e-1), \\
(T_2^{**}\mathcal{L}_1(t)) &= 0.5(\cos y_1(t))^2 \leq (T_2^{**}\lambda_1)(t) = 0.5(\cos y_1(t))^2 \int_t^{t-1} \exp \left( \int_s^{t-1} 1\,dq \right)\,ds \\
&\leq 0.5(\cos y_1(t))^2 \int_t^{t-1} \exp \left( \int_s^{t-1} 1\,dq \right)\,ds = (T_2^{**}\mathcal{R}_1)(t) = 0.5(\cos y_1(t))^2(e-1).
\end{align*}
\]

Therefore, by Theorem 9, there exists a global solution \( y = (y_1, y_2) \) of (5.26), (5.27) on \( \mathbb{R} \), such that \( y_i(0) = 1, i = 1, 2 \) and

\[
\min\{1, e^t\} \leq y_i(t) \leq \max\{1, e^t\}, \quad t \in \mathbb{R}.
\] (5.31)
Let us note that, if the terms \((\sin y_2(t))^2, (\cos y_1(t))^2\) are replaced by the number 1 in (5.26), (5.27), then there exists a global solution \(y_i(t) = e^{pt}, i = 1, 2\) where, by WolframAlpha software, \(p = 0.74085\). This is in accordance with (5.31).

6 Concluding Remarks and Open Problems

The paper is concerned with right and left semi-global solutions and global solutions to nonlinear mixed type functional differential equations giving existence criteria for each type. The main results are formulated by Theorems 1, 3, 7 and 9. Quite natural questions arise. One of them is, for example, if the statement of Theorem 7 (on existence of a global solution) can be derived by regarding its conclusion as the “union” of the conclusions of Theorems 1 (on existence of a right semi-global solution) and 3 (on existence of a left semi-global solution) or, vice versa, by splitting its conclusion into those of Theorems 1 and 3. Trying to find out whether the conclusions of Theorems 1 and 3, in a sense, imply the one of Theorem 7, we conclude that the hypotheses of Theorems 1, 3 differ from those of Theorem 7. Hypothesis (iv) of Theorem 1 does not imply (iii) in Theorem 7 because the operator \(T\) used in Theorem 1 produces functions defined on \(\beta^+\) but not on \(\beta^-\). Therefore, we conclude that semi-global solutions (existing by Theorems 1 and 3) cannot be automatically extended (connected) to global solutions. On the other hand, Theorem 7 cannot be split into two “semi-global” ones. Although, from a global solution \(y = y(t), t \in \mathbb{R}\) to equation (1.1), existing by Theorem 7, formally, a right semi-global solution \(y_R\) and a left semi-global solution \(y_L\) can be obtained to equation (1.1) by the restrictions

\[\begin{align*}
y_R &= y_R(t) := y(t)|_{\beta^+_1}, \quad y_L = y_L(t) := y(t)|_{\beta^-_1},
\end{align*}\]

the following objections against such a simple direct restriction can be raised. If there exists such a global solution, then the above restrictions are probably (in most practical situations) not needed. Moreover, such restrictions have been derived from the “global” assumptions formulated in Theorem 7 (that is its hypotheses must be fulfilled on the entire \(\mathbb{R}\)) in spite of the fact that “semi-global” Theorems 1 and 3 use only assumptions related to semi-global intervals \(\beta^+_1, \beta^-_1\). Then, the above restrictions can be wrong in the sense that they do not give either right or left semi-global solution. This can be seen in Example 3 where the coefficients of equation (2.40) have singularities for \(t = 0\) and the hypotheses of Theorem 2 (being a linear variant of Theorem 1) are only fulfilled for all sufficiently large values \(t_0\). Therefore, Theorems 1, 3 and 7 are mutually independent.

Obviously, it is possible to consider also two particular cases of equation (1.1) if either the delayed or the advanced terms are missing. In the first case, the function \(f(t, y), y')\) reduces to an advance-type function \(f_a(t, y')\) so equation (1.1) reduces to

\[\begin{align*}
y'(t) &= f_a(t, y'), \quad (6.1)
\end{align*}\]

In the second case, the function \(f(t, y), y')\) reduces to a delayed-type function \(f_d(t, y)\) and equation (1.1) reduces to

\[\begin{align*}
y'(t) &= f_d(t, y). \quad (6.2)
\end{align*}\]

Since, as mentioned above, systems (6.1), (6.2) are particular cases of (1.1), we can get results for these systems as restrictions of the results derived. To investigate the system (6.1), only the space \(C_{r_2}\) without \(C_{r_1}\) needs to be considered. For the system (6.2) this is true vice versa. Therefore, such results can be obtained from the general results for (1.1) if we by formally setting either \(r_1 = 0\) in the case of system (6.1), or \(r_2 = 0\) in the case of system (6.2).

In formulating nonlinear statements, \(k \in \mathbb{R}^n_{>0}\) is assumed. This condition, with respect to the positivity of the components of \(k\), is not very restrictive. If, in a problem, a negative \(i\)-th component of \(k\) is expected, then the system can be transformed replacing \(y_i\) by \(-y_i\).

The results based on the iterative monotone method admit that, in a domain, more than one solution may exist of a given type (we refer to the solutions \(y_\nu(t)\) and \(y_\mu(t)\)). When constructing our examples, we expected only one solution of a given type (that is \(y_\nu(t) = y_\mu(t)\)) desiring to get as much precise information about the
expected solution as possible. It is of course not difficult to find examples with \( y_\nu(t) \not\equiv y_\mu(t) \) on the intervals in question.

In the recent paper [13] the authors consider global solutions of nonlinear systems of mixed-type. To prove the existence of global solutions, a different approach and substantially different operators are constructed than those used in the paper. Comparing the results, one sees that these are applicable to different classes of equations. Moreover, in [13] no iterative method is suggested.

Papers [8, 10] co-authored by the first author deal with global solutions of functional differential equations of delayed type only.

Dealing with a topic very close to our investigations, article [28] is concerned with the asymptotic behaviour of solutions to scalar linear mixed-type equations. Using the terminology of the present paper, it considers the right semi-global solutions. The existence of non-negative solutions, non-oscillating solutions, and convergence of solutions to zero is considered by applying a technique of fixed points developed in [4].

Many books and papers deal with the existence of positive solutions (let us refer, for example, to [1, 3, 9, 23]). As suggested by inequalities (2.8), (2.34), (3.4), (3.10), (5.5), (5.6), (5.13) and (5.21), (5.22), our results produce sufficient conditions for the existence of solutions with positive co-ordinates and, unlike the books and papers mentioned above, derive two-sided inequalities for co-ordinates of these solutions. Let us note that, in the linear case when right semi-global solutions are considered, inequality (2.31) is similar to inequality (5.5.3) in [1].

Based on the investigations made, we formulate some open problems which might stimulate a continuation of the present research.

**Open problem 1.** Some classes of delayed or advanced scalar linear differential equations have two sets of asymptotically different (global or semi-global) positive solutions. For example, advanced equation
\[
\dot{x}(t) = e^{-1}x(t + 1) \quad \text{has, for } t \to \pm \infty, \text{two asymptotically different positive solutions}
\]
\[
x_1(t) = t \exp t, \quad x_2(t) = \exp t.
\]

In Theorems 1–4 a function \( \varphi \) is used. One of the meanings of this function is explained in Example 3. An open problem arises if there exist two different functions \( \varphi = \varphi_1, \varphi = \varphi_2 \), i = 1, 2 "generating", for some classes of equations, asymptotically different solutions such as those mentioned above. In a more general setting, this problem may be phrased as follows. Is it possible to find two sets of functions \( \Phi_i, i = 1, 2 \) such that solutions \( x_{\varphi_1}, x_{\varphi_2} \) with \( \varphi_1 \in \Phi_1, \varphi_2 \in \Phi_2 \) will be asymptotically different?

With respect to this problem we refer to [25] and as well to [9, 11, 12] where asymptotically different solutions are discussed for delayed functional differential equations.

The following open problem points to possible modifications of our approach.

**Open problem 2.** While we discussed the above relationship among Theorems 1, 3 and 7, the following remark was left aside. Is it possible to modify operator \( T \) in Theorem 1 by setting \( t_0 = -\infty \) or operator \( T^* \) in Theorem 3 by setting \( t_0 = +\infty \) provided that the relevant integrals converge in the components of mapping \( I \) or mapping \( I^* \)? Is it possible to modify operator \( T^{**} \) in Theorem 7 by setting \( t_0 = +\infty \) provided that the relevant integrals converge in the components of mapping \( I^{**} \)?

The paper [6] considers a non-linear problem arising in nerve conduction theory
\[
v(t) = f(v(t)) + \nu(t - \tau) - 2\nu(t) + \nu(t + \tau), \quad \nu(-\infty) = 0, \quad \nu(\infty) = 1 \quad (6.3)
\]
where \( t \in \mathbb{R}, \tau > 0 \) is fixed and \( f: [0, 1] \to \mathbb{R} \) (we refer to [5, 7, 19–21, 25] as well). A solution is assumed to be a monotone increasing function \( v(t), 0 < v(t) < 1 \). Although the problem (6.3) concerns the existence of global solutions, in [6] this problem is solved numerically on intervals \([-L, L]\) with \( L > 0 \) and, for \( |t| > L \), some asymptotic expansions are proposed. The existence of a global solution is assumed (no proof of its existence is given in the paper). It seems that our results do not give an answer either as to the existence of the global solution to (6.3). The main reason is that the operator \( (T^{**})\lambda(t) \), constructed by formula (5.4), does not satisfy
condition (iii) in Theorem 7. Theorem 4 in [13] is not applicable either because it is not clear how to define the function $\gamma$ in this theorem. The last open problem points to other modifications of our approach.

**Open problem 3.** Is it possible to modify the approach used in Section 5 (Global Solutions) for the results to be applicable to problem (6.3)? Can the desired goal be achieved by a suitable modification of the definition of the set $\Omega$ by adding some further expected properties of the functions $\lambda$?
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