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Abstract: The Chaplygin gas model is both interesting and important in the theory of gas dynamics and conservation laws, all the characteristic families of which are linearly degenerate. Majda conjectured that the shock formation never happens for smooth data. In this article, we prove the conjecture for the two space dimensional axisymmetric case. Different from previous approaches to study wave equations with different speeds, we reformulate the problem in the Lagrangian coordinates and consider a single wave equation with variable coefficients. This not only gives a simpler proof but also enables us to treat the case with large angular velocities.
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1 Introduction

1.1 Background

In this article, we consider the two-dimensional (2D) compressible Euler equations for the Chaplygin gas:

\[
\begin{aligned}
\partial_t \rho + \vec{u} \cdot \nabla \rho &= 0, \\
\partial_t \rho \vec{u} + \nabla \rho \cdot \vec{u} &= \rho \vec{v}, \\
\frac{\partial}{\partial t} \rho \vec{v} + \nabla \rho \cdot \vec{v} &= 0, \\
\rho \vec{v}|_{t=0} &= \vec{v}_0, \\
\rho \vec{u}|_{t=0} &= \vec{u}_0,
\end{aligned}
\]

(1.1)

where \( \rho \) is the specific volume, \( \rho \) is the density, and \( \vec{u} = (u^1, u^2) \) is the velocity of the flow. The pressure \( p \) is given by the state equation:

\[
p = p(\rho) = B - Av = B - \frac{A}{\rho},
\]

(1.2)

with constants \( A > 0 \) and \( B \in \mathbb{R} \). In the following, we shall take \( A = B = 1 \) for simplicity. The Chaplygin gas (also known as the von Karman-Tsien gas) model was used as an approximation when studying shock
curves (see [7]). The model also finds its applications in recent study of the dark energy in cosmology (see [3,6]).

In the theory of conservation laws, system (1.1) can be written as

\[
\begin{align*}
\partial_t \begin{pmatrix} v \\ u^1 \\ u^2 \\ \end{pmatrix} + \begin{pmatrix} u^1 & -v & 0 \\ vp'(v) & u^1 & 0 \\ 0 & 0 & u^1 \\ \end{pmatrix} \partial_x \begin{pmatrix} v \\ u^1 \\ u^2 \\ \end{pmatrix} + \begin{pmatrix} u^2 & 0 & -v \\ 0 & u^2 & 0 \\ 0 & 0 & u^2 \\ \end{pmatrix} \partial_y \begin{pmatrix} v \\ u^1 \\ u^2 \\ \end{pmatrix} = 0.
\end{align*}
\]

(1.3)

The symbol of the system is

\[
\mathcal{A}(\omega) = \begin{pmatrix} u \cdot \omega & -v \omega^1 & -v \omega^2 \\ vp'(v) \omega^1 & u \cdot \omega & 0 \\ vp'(v) \omega^2 & 0 & u \cdot \omega \\ \end{pmatrix},
\]

where \( \omega = (\omega^1, \omega^2) \) and \(|\omega| = (\omega^1)^2 + (\omega^2)^2 = 1 \). The eigenvalues of \( \mathcal{A}(\omega) \) are

\[
\lambda_1 = u \cdot \omega - v \sqrt{-p'(v)}, \quad \lambda_2 = u \cdot \omega, \quad \lambda_3 = u \cdot \omega + v \sqrt{-p'(v)},
\]

and the corresponding right eigenvectors are

\[
r_1 = \begin{pmatrix} 1 \\ \sqrt{-p'(v)} \omega^1 \\ \sqrt{-p'(v)} \omega^2 \\ \end{pmatrix}, \quad r_2 = \begin{pmatrix} 0 \\ -\omega^2 \\ \omega^1 \\ \end{pmatrix}, \quad r_3 = \begin{pmatrix} -1 \\ \sqrt{-p'(v)} \omega^1 \\ \sqrt{-p'(v)} \omega^2 \\ \end{pmatrix}.
\]

It can be verified that, for the Chaplygin gas model (1.2), there holds that

\[
\nabla_{(v,u)} \lambda_j \cdot r_j = 0, \quad j = 1, 2, 3.
\]

That is, all the characteristic families are linearly degenerate. Thus system (1.3) is totally linearly degenerate (see [28]).

Majda posed the following conjecture on Page 89 of [19]:

If the \( d (d \geq 2) \) dimensional nonlinear symmetric system is totally linearly degenerate, then it typically has smooth global solutions when the initial data are in \( H^s(\mathbb{R}^d) \) with \( s > \frac{d}{2} + 1 \) unless the solution itself blows up in finite time. In particular, the shock formation never happens for any smooth initial data.

This is quite different from the polytropic gas models where \( p = \rho^\gamma = \rho^{\gamma'} \) with \( \gamma > 1 \) and some characteristic families are “genuinely nonlinear.” In general, shocks will form and derivatives of the solution will blow up no matter how smooth the initial data are. More information can be found in [8,28].

### 1.2 Presentation of problem

In this article, we shall consider the axisymmetric case for the Chaplygin gas model in two space dimensions. In the polar coordinates \((r, \theta)\), we can decompose the velocity \( u \) as

\[
u = u^r e_r + u^\theta e_\theta,
\]

with \( u^r = u^r(t, r), u^\theta = u^\theta(t, r) \), and \( e_r = (\cos \theta, \sin \theta)^\top, \ e_\theta = (-\sin \theta, \cos \theta)^\top \). System (1.1) can be written as

\[
\begin{align*}
&\left( \partial_t + u^r \partial_r \right) v - \frac{v}{r} \partial_r (ru^r) = 0, \\
&\left( \partial_t + u^r \partial_r \right) u^r - v \partial_r v - \frac{1}{r} (u^\theta)^2 = 0, \\
&\left( \partial_t + u^r \partial_r \right) u^\theta + \frac{1}{r} u^r u^\theta = 0, \\
&\left( v, u^r, u^\theta \right) \big|_{t=0} = (v_0, u_0^r, u_0^\theta).
\end{align*}
\]

(1.4)
Under the axisymmetry, we pose the following compatibility conditions around \( r = 0 \):

\[
\left( v, \frac{u_r}{r}, \frac{u_\theta}{r} \right) \text{ are smooth functions of } r^2.
\] (1.5)

As \( r \to \infty \), we assume that the gas is in the equilibrium \( \lim_{r \to \infty} p = 0 \), or equivalently

\[
\lim_{r \to \infty} v(t, r) = 1.
\] (1.6)

It is direct to check that \((v, \varpi) = (v, \varpi^r e_r + \varpi^\theta e_\theta)\) is a steady solution to (1.4) if

\[
\varpi^r = 0, \quad \varpi \partial_r v + \frac{1}{r} (\varpi^\theta)^2 = 0.
\] (1.7)

More precisely, given \( \varpi^\theta \) satisfying \( \int_0^\infty |\varpi^\theta(\rho)|^2 \, d\rho < \infty \), the specific volume \( v \) can be solved by

\[
v(r) = \left( 1 + \int_0^\infty \frac{2}{s} |\varpi^\theta(s)|^2 \, ds \right)^{1/2}.
\]

That is, there exists a large family of steady states without vacuum to systems (1.1) and (1.4), the angular velocity of which can be rather general and large. For example, we can take \( \varpi^\theta \) to be smooth with compact support, or decaying as \( \frac{1}{1 + r^p} \) with \( p > 0 \).

To study our problem around some steady state, we pose the following conditions on the initial data \((v_0, u_0^r, u_0^\theta)\) to system (1.4). Assume that there exist two constants \( M_0 \geq 1, \varepsilon_0 \geq 0 \) such that

\[
\frac{1}{M_0} \leq v_0 \leq M_0, \quad \int_0^\infty \frac{(u_0^r(r))^2}{r} \, dr \leq M_0^2, \quad (|u_0^r| + |u_0^\theta|) (1 + r) (|\partial_r v_0| + |\partial_r u_0^r| + |\partial_\theta v_0| + |\partial_\theta u_0^\theta|) \leq M_0,
\]

\[
\| \nabla(u_0^r e_r) \|_{H^k(R^3)} + \| \nabla v_0 \|_{H^k(R^3)} \leq M_0,
\]

\[
\| u_0^r e_r \|_{H^k(R^3)} + \left( 1 + r \right) \left( v_0 \partial_r v_0 + \frac{(u_0^\theta)^2}{r} \right) e_r \|_{H^k(R^3)} \leq \varepsilon_0.
\] (1.8)

For simplicity, the constant \( C \) can depend on \( M_0 \) in the rest of the article.

**Theorem 1.1.** Let \( M_0 \geq 1 \) be fixed. If \( \varepsilon_0 \) is small enough, the initial data \((v_0, u_0^r, u_0^\theta)\) are axisymmetric and satisfy the conditions in (1.5)–(1.6) and (1.8), then problem (1.1) admits a global-in-time (axisymmetric) solution. Moreover, there exists \((v(\cdot), u(\cdot))\) such that \( u(\cdot) = \varpi(\cdot) e_\theta \), and

\[
\lim_{t \to \infty} \{ \| v(t, \cdot) - v(\cdot) \|_{L^\infty} + \| u(t, \cdot) - u(\cdot) \|_{L^\infty} \} \to 0.
\] (1.9)

**Remark 1.2.** Roughly speaking, the perturbation \((v - v, u - \varpi)\) lies in the critical space \( H^k(R^3) \) in the sense of Majda’s conjecture. Here, we try to study the problem under low regularity assumptions. It is direct to generalize the results to spaces \( H^k(R^3) \) with \( k > 2 \) and verify Majda’s conjecture for the axisymmetric case.

To prove the theorem, we shall use the rescaled Lagrangian coordinates \((T, S)\) defined in (2.2) and (2.8). System (1.4) can be reformulated as a single wave-type equation of \( f = \frac{r^2}{S^3} \):

\[
D_T^2 f - f \left( D_T^3 + \frac{3}{S} D_S f \right) - \frac{2}{S^2} \left( \frac{D_T f}{f} \right) f = 0.
\] (1.20)

Since we want to prove the global existence result for the case with large angular velocities, there is a nontrivial steady solution \( \bar{f} \) to equation (1.20), which corresponds to the steady state \((v, \varpi)\) satisfying (1.7).
The steady state $\tilde{f}$ satisfies a semilinear elliptic equation. We shall use an iteration procedure to prove the existence of $\tilde{f}$.

As for the perturbation $\bar{f} = f - \tilde{f}$, we have a wave equation with variable coefficients

$$D_t^2 \bar{f} - \tilde{f} \left( D_x^2 + \frac{3}{S} D_y^2 \right) \bar{f} + \beta \bar{f} = \cdots .$$

(1.21)

The Laplacian $\left( D_x^2 + \frac{3}{S} D_y^2 \right)$ indicates that the equation can be seen as radial symmetric in four space dimensions. Since we have variable coefficients $\bar{f} = \bar{f}(S)$ which is not necessarily around some constant, only $D_T$ commutes well with the wave operator. Here we shall use a Morawetz-type inequality to derive the $L^2 L^2$ space-time estimates of $\bar{f}$. The advantage is that we only need to prove the decay of $\bar{f}$ in $S$ rather than decay in $T$ to close the estimates. The term $\beta \bar{f}$ with $\beta > 0$ is a defocusing term, although the effect is really weak, that is, $0 \leq \beta(S) \leq \frac{1}{(1 + S)^2}$. The defocusing term $\beta \bar{f}$ actually poses potential damage in the estimates. Together with the standard energy estimates, we can prove the global existence of the perturbation $\bar{f}$. Then Theorem 1.1 can be proved when we switch back from $f$ to the original variables $(v, u)$.

**Remark 1.3.** For the case of the polytropic gases with $p = \frac{\rho^\gamma}{\gamma}$, we can derive in a similar procedure and obtain a wave equation for $f = \frac{\rho^\gamma}{\gamma}$ as

$$D_t^2 \bar{f} - \bar{f} \left( \frac{1}{2} SD_x f + f \right) \gamma^{-1} \left( D_x^2 + \frac{3}{S} D_y^2 \right) f - \frac{2 \rho_0^\gamma}{S^2} f - \frac{(D_T f)^2}{2f} = 0 .$$

However, there is a polynomial increase in $S$ in the coefficients which will be destructive in the estimates of the nonlinear terms. In fact, singularities will form even for small solutions as proved by Alinhac in [1].

### 1.3 History

Before the end of the introduction, we review some related results.

For the Euler equations, there exist three basic wave families: pressure waves, shear waves, and entropy waves. The pressure waves travel with the speed of the sound and satisfy wave-type equations. The shear waves and entropy waves travel slower and satisfy some transport equations. This multi-speeds nature is one of the main difficulties in the study of the Euler equations.

The local existence of solutions is well understood now, see e.g. [19]. In general, singularities will form [24,26] and the solutions cannot remain smooth globally. The mechanisms behind are one of the most important fields in the theory of gas dynamics and conservation laws. When the flow is curl-free and isentropic, there are only pressure waves. The Euler equations can be written into a single wave equation of the velocity potential. Under the polytropic gas state assumption, that is, $p(\rho) = \rho^\gamma$ with $\gamma > 1$, the wave equation does not satisfy the null condition (see [16]) and the derivatives of solutions will blow up in finite time. The readers are suggested to consult [12] for a more detailed review. The breakthrough was made in [4] by Christodoulou where geometric methods were used to study the shock formation from small initial data (see also [5,29]). The methods were also applied to the case with nonzero vorticities [18] and more general wave equations with different speeds [30]. In [23], Miao and Yu managed to prove a blowup result for a class of large initial data called “short pulses.” Recently, Merle et al. constructed examples where the solution itself blows up in finite time in [20–22].

If the gas is assumed to be the Chaplygin gas (1.2), then the wave equation of the pressure satisfies the null condition. Here comes the Majda’s conjecture in the beginning of our discussion. For the isentropic curl-free flows where only pressure waves exist, the global existence of classical solutions can be proved (see [32] for a geometric approach). When the flow is assumed to be radial symmetric and curl-free, Godin in [11] and Ding et al. in [10] proved the global existence of classical solutions for nonisentropic Euler
equations in 3D and 2D, respectively. In the two space dimensions, the shear waves and the entropy waves travel along the particle trajectory and remain bounded. It is possible to obtain a global existence result in 2D with nontrivial $u^\theta$ and prove the Majda’s conjecture. In a series of papers [13–15] where $u^\theta$ was assumed to be small, Hou and Yin introduced delicate weights and proved some global existence results in the axisymmetric setting. The general case without symmetry assumption is still quite open.

In our article, we treat the 2D isentropic Euler equations where the angular velocity $u^\theta$ is only assumed to be bounded and with a little decay at infinity. This generalizes the result in [13] where $u^\theta$ was assumed to be small. Our method can also be applied to the nonisentropic Euler equations which will generalize the results in [14]. Here we consider the problem in the Lagrangian coordinates which greatly simplify the proof. The resulting equation is a wave equation with variable coefficients (1.20). However, the wave equations with variable wave speeds are complicated even on the linear level (see [2,25] for some classical studies and [9] for an introduction of waves on black hole backgrounds). We believe our methods here can find more applications in the fields of wave equations in inhomogeneous materials where the wave speeds can vary significantly.

The rest of the article is organized as follows. In Section 2, we reformulate the Euler equations (1.4) in the Lagrangian coordinates and obtain a single wave-type equation. The steady state satisfies a semilinear elliptic equation and will be investigated in Section 3. To tackle the wave equation of the perturbation, we first present some preliminary estimates in Section 4, then we finish the energy estimates for the perturbation in Section 5. Theorem 1.1 is proved in Section 6. In Appendix A, we prove some Sobolev inequalities in the axisymmetric setting. In Appendix B, we construct an auxiliary function $\varphi$ used in (4.8) in the Morawetz-type estimates. In Appendix C, we give an estimate of the initial energy of the perturbation.

## 2 Lagrangian coordinates reformulation

### 2.1 Lagrangian coordinates

To study system (1.4), we shall use the Lagrangian coordinates $(T, R)$ with $t = T$ and $r = r(T, R)$ satisfying

\[
\begin{cases}
D_T r = u'(T, r(T, R)), \\
r(0, R) = R.
\end{cases}
\tag{2.1}
\]

Then we can define

\[
D_T = \partial_t + u^\theta \partial_r, \quad D_R = (D_R r) \partial_r.
\tag{2.2}
\]

Since $D_T \left( \frac{D_R r}{v} \right) = 0$ from the first equation in (1.4), we have

\[
\frac{D_R r}{v} = \frac{R}{v(0, R)} = \frac{R}{v_0(R)}.
\tag{2.3}
\]

Denote the angular momentum of the flow by $\Gamma = r u^\theta$. The third equation in (1.4) implies that $D_T \Gamma = 0$. Hence,

\[
\Gamma = \Gamma(0, R) = \Gamma(0) = R u_0^\theta(R).
\tag{2.4}
\]

That is, we have the conservation of the angular momentum.

Noting that $D_T r = u^\theta$ in (2.1), by taking the another $D_T$ derivative to both sides, we have from the second equation in (1.4) that

\[
D_T^2 r - \frac{v_0^T}{R} D_R \left( \frac{v_0^T}{R} D_R r \right) - \frac{\Gamma_0^2}{r^3} = 0,
\tag{2.5}
\]

where we have used (1.2) and (2.3)–(2.4). The initial-boundary data of $r$ are
\[
\begin{cases}
    r(0, R) = R, & D_T r(0, R) = u_0'(R), \\
    r(T, 0) = 0, & \lim_{R \to \infty} D_\theta r(T, R) = 1.
\end{cases}
\] (2.6)

To simplify equation (2.5), we shall define a scaled spatial operator

\[
\frac{1}{S} D_5 = \frac{v_0}{R} D_R,
\] (2.7)

that is,

\[
S = S(R) = \left( \int_0^R \frac{2 \sigma}{v_0(\sigma)} \, d\sigma \right)^{1/2}.
\] (2.8)

This is possible since \( M_0^{-1/2} \leq v_0 \leq M_0 \) from the assumptions (1.8). Furthermore, it is direct to verify that

\[
M_0^{-1/2} R \leq S \leq M_0^{1/2} R, \quad M_0^{-3/2} \leq D_\theta R \leq M_0^{3/2}, \quad |D_\theta (R / S)| \leq 1.
\] (2.9)

Then equation (2.5) can be written in the \((T, S)\) coordinates as

\[
D_T^2 r - \left( \frac{r}{S} D_5 \right)^2 r - \frac{\Gamma_0^2}{r^3} = 0.
\] (2.10)

To study equation (2.10) with (2.6) in a suitable functional space, we first multiply both sides of (2.10) by \( r \) to obtain that

\[
r D_T^2 r - \frac{r^2}{2S} D_5 \left( \frac{1}{S} D_5 (r^2) \right) - \frac{\Gamma_0^3}{r^2} = 0.
\]

Setting \( f = \frac{r^2}{2S} \), the resulting system for \( f \) is

\[
\begin{cases}
    D_T^2 f - f \left( D_5^2 + \frac{3}{S} D_5 \right) f - \frac{2 \Gamma_0^2}{S^2} f - \frac{(D_T f)^2}{2f} = 0, \\
    f(0, S) = f_0(S) = \frac{R^2}{S^2}, \quad D_T f(0, S) = f_\theta(S) = \frac{2R}{S^2} u_0'(R), \\
    D_\theta f(T, 0) = 0, \quad \lim_{S \to \infty} f(T, S) = 1.
\end{cases}
\] (2.11)

This can be seen as an radially symmetric defocusing wave equation in \( \mathbb{R}_+ \times \mathbb{R}^4 \). In the following, we shall just use \((T, S)\) to indicate the coordinates in \( \mathbb{R}_+ \times \mathbb{R}^4 \).

The original variables \((v, u', u^\theta)\) of (1.4) can be recovered by (2.8) and

\[
\begin{cases}
    r = S f^{1/2}, & t = T, \\
    v(t, r) = \frac{1}{2} S D_5 f + f, \\
    u'(t, r) = \frac{S}{2f^{1/2}} D_T f, \\
    u^\theta(t, r) = \frac{\Gamma_0(R)}{S f^{1/2}}.
\end{cases}
\] (2.12)

### 2.2 Decomposition of \( f \)

Since the angular velocity is large, the background solution is nontrivial. We first define a radially symmetric function \( \bar{f} = \bar{f}(S) \) in \( \mathbb{R}^4 \) satisfying
which is the steady version of (2.11). The construction and properties of $\bar{f}$ are stated in Proposition 3.1 and proved in Section 3.

To simplify notations, we define three functions as follows:

$$\alpha = \alpha(S) = \bar{f}, \quad \beta = \beta(S) = \frac{4\Gamma^2(R)}{S_0^2 f^2}, \quad y = y(S) = \frac{2\Gamma^2(R)}{S^4}.$$  \hspace{1cm} (2.14)

The function $f$ can be decomposed as $f = \bar{f} + \tilde{f}$ with the perturbation $\tilde{f} = \tilde{f}(T, S)$ satisfying the following wave equation in $\mathbb{R}_+ \times \mathbb{R}^4$:

$$\begin{cases}
D_0^2 \tilde{f} - (\alpha + \beta) \left( D_0^2 + \frac{3}{S} D_3 \right) \tilde{f} + \beta \tilde{f} = \frac{1}{2f} (D_T \bar{f})^2 + \frac{\beta}{2f} \bar{f}^2, \\
\tilde{f} (0, S) = \tilde{f}_0(S), \quad D_T \tilde{f} (0, S) = \tilde{f}_1(S),
\end{cases}$$  \hspace{1cm} (2.15)

where the initial data of $\tilde{f}$ are

$$\tilde{f}_0(S) = f_0(S) - \bar{f}(S) = \frac{R^2}{S^2} - \bar{f}(S), \quad \tilde{f}_1(S) = f_1(S) = \frac{2R}{S^2} u_0(R).$$  \hspace{1cm} (2.16)

The energy estimates of $\tilde{f}$ are given in Proposition 5.1 and proved in Section 5.

Notations: $\langle S \rangle = (1 + S^2)^{1/2}$. We define two weight functions by

$$w_1 = w_1(S) = S \langle S \rangle, \quad w_2 = w_2(S) = S(S^3).$$  \hspace{1cm} (2.17)

The inequality $f \leq g$ means that $f \leq Cg$ for some constant $C > 0$ independent of all the parameters or $f$, $g$; $f \geq g$ means $g \leq f$; $f - g$ means $f \leq g$ and $g \leq f$. Denote the Sobolev spaces of radially symmetric functions in $\mathbb{R}^4$ by

$$L^\infty_S = L^\infty((0, \infty); dS), \quad L^2_S = L^2((0, \infty); S^3 dS), \quad \| f \|_{L^2_S}^2 = \sum_{j=0}^4 \| D_j^2 f \|_{L^2}^2.$$  \hspace{1cm} (2.18)

3 Elliptic estimates of $\bar{f}$

In this section, we consider the steady state $\bar{f}$ to the elliptic system (2.13) in $\mathbb{R}^4$:

$$\begin{cases}
- \left( D_0^2 + \frac{3}{S} D_3 \right) \bar{f} = \frac{y}{f^2}, \\
\lim_{S \to \infty} \bar{f}(S) = 1,
\end{cases}$$  \hspace{1cm} (3.1)

with $y = y(S)$ defined in (2.14). Since

$$y(S) = \frac{2\Gamma^2(R)}{S^4} = \frac{2R^2 (u_0(R))^2}{S^4} \geq 0,$$

by (1.8) and (2.9) we have

$$y(S) + |D_0 y(S)| \leq \langle S \rangle^{-2}, \quad \int_0^\infty y(S) S dS \leq 1.$$  \hspace{1cm} (3.2)
Proposition 3.1. There exists a unique solution $\bar{f} \in C^2(\mathbb{R}^8)$ to (3.1) satisfying

$$1 \leq \bar{f} \leq 1, \quad 0 \leq -D_x \bar{f} \leq \langle S \rangle^{-1}, \quad \left| \left( D_x^2 + \frac{3}{S} D_x \right) \bar{f} \right| \leq \langle S \rangle^{-2}.$$  

(3.3)

As a corollary of Proposition 3.1, we can apply (1.8) and (2.9) to obtain the following estimates of $\alpha$ and $\beta$ defined in (2.14).

Corollary 3.2. There hold that

$$1 \leq \alpha \leq 1, \quad 0 \leq -D_x \alpha \leq \langle S \rangle^{-1}, \quad |\beta| + |D_x \beta| \leq \min\{\langle S \rangle^{-2}, \beta^{1/2}\},$$

(3.4)

$$\int_{S}^{\infty} \frac{\beta(S)}{\alpha(S)} SdS \leq 1.$$  

(3.5)

The rest of this section is devoted to the proof of Proposition 3.1. To study system (3.1), we first write $f$ as $f = f_0 + \tilde{f}$ with $\tilde{f}$ satisfying

$$\left\{ \begin{array}{l}
-\left( D_x^2 + \frac{3}{S} D_x \right) \tilde{f} = \frac{Y}{(1 + \tilde{f})^2}, \\
\lim_{S \to \infty} \tilde{f}(S) = 0.
\end{array} \right.$$  

(3.6)

For the well-posedness of the elliptic system (3.6), we shall use the monotonicity method in [28] (Chapter 10).

Set $\tilde{f}_0 = 0$ and define $\hat{f}_k (k \geq 1)$ by the following iteration:

$$\left\{ \begin{array}{l}
-\left( D_x^2 + \frac{3}{S} D_x \right) \hat{f}_k + \lambda \hat{f}_k = \frac{Y}{(1 + \hat{f}_{k-1})^2} + \lambda \hat{f}_{k-1}, \\
\lim_{S \to \infty} \hat{f}_k(S) = 0,
\end{array} \right.$$  

(3.7)

where the constant $\lambda$ is chosen large enough such that $\lambda \geq 2 \sup_{S \to 0} \gamma(S).

Claim: The sequence $\{\hat{f}_k\}_{k=0}^{\infty}$ satisfies that

$$0 = \hat{f}_0 \leq \hat{f}_1 \leq \cdots \leq \hat{f}_{k-1} \leq \hat{f}_k \leq \cdots .$$  

(3.8)

Denote the nonlinear term on the right-hand side (RHS) of (3.7) by

$$F(S, \hat{f}) = \frac{Y}{(1 + \hat{f})^2} + \lambda \hat{f}.$$  

There holds that, for $\tilde{f} \geq 0$,

$$\partial_{\tilde{f}} F(S, \tilde{f}) = \lambda - \frac{2y}{(1 + \tilde{f})^3} \geq \lambda - 2y \geq 0.$$

(3.9)

Since $\hat{f}_0 = 0$ and $F(S, \hat{f}_0) \geq 0$, we have $\hat{f}_1 \geq 0 = \hat{f}_0$ by the maximum principle. Assume that $0 \leq \hat{f}_{k-2} \leq \hat{f}_{k-1}$, then we have by (3.9) that

$$-\left( D_x^2 + \frac{3}{S} D_x \right) (\hat{f}_k - \hat{f}_{k-1}) + \lambda (\hat{f}_k - \hat{f}_{k-1}) = F(S, \hat{f}_{k-1}) - F(S, \hat{f}_{k-2}) \geq 0.$$  

The maximum principle implies that $\hat{f}_{k-1} \leq \hat{f}_k$. Thus, the claim is proved by induction.

Next, we shall give an upper bound for the sequence $\{\hat{f}_k\}_{k=0}^{\infty}$. Denote by $\widehat{f}^*$ the solution to the following linear elliptic system:
The function $\hat{f}^*$ is given by

$$\hat{f}^*(S) = \frac{1}{2S^2} \int_0^S y(\sigma)\sigma^3d\sigma + \frac{1}{2} \int_S^\infty y(\sigma)\sigma d\sigma.$$ 

It follows from (3.2) that $0 \leq \hat{f}^* \leq 1$. Furthermore, if $\hat{f}_{k-1} \leq \hat{f}^*$, then

$$-\left(D_s^2 + \frac{3}{S} D_S\right)(\hat{f}^* - \hat{f}_{k-1}) + \lambda(\hat{f}^* - \hat{f}_{k-1}) = \lambda(\hat{f}^* - \hat{f}_{k-1}) + y \left(1 - \frac{1}{(1 + \hat{f}_{k-1})^2}\right) \geq 0.$$ 

Therefore, we can prove by induction that

$$\hat{f}_k \leq \hat{f}^* \leq 1, \quad k \geq 0,$$ 

with the help of the maximum principle. Combining (3.8) and (3.10), we can define a function

$$\hat{f}(S) = \lim_{k \to \infty} \hat{f}_k(S).$$ 

Actually, the sequence $\{\hat{f}_k\}_{k=0}^\infty$ converges to $\hat{f}$ in $L^p_{\text{loc}}(\mathbb{R}^6)$ for $p > 1$. From (3.7), the elliptic regularity theory implies that the sequence $\{\hat{f}_k\}_{k=0}^\infty$ converges to $\hat{f}$ in $W^{2,p}_{\text{loc}}(\mathbb{R}^6) \subset C^{2,1}_{\text{loc}}(\mathbb{R}^6)$ for $p > 1$ large and $\delta > 0$ small. The Schauder estimates show that $\hat{f} \in C^{2,\delta}_{\text{loc}}(\mathbb{R}^6)$ is a solution to (3.6).

As for the uniqueness of the solution to (3.6), assume that we have two solutions $\hat{f}$ and $\tilde{g}$. By the maximum principle, we have $0 \leq \hat{f} \leq \hat{f}^*$, $0 \leq \tilde{g} \leq \hat{f}^*$. Besides,

$$-\left(D_s^2 + \frac{3}{S} D_S\right)(\hat{f} - \tilde{g}) + y \frac{2 + \hat{f} + \tilde{g}}{(1 + \hat{f})^2(1 + \tilde{g})^2}(\hat{f} - \tilde{g}) = 0.$$ 

Thus, $\hat{f} = \tilde{g}$ by the maximum principle.

Finally, we turn to the proof of (3.3). As $0 \leq \hat{f} \leq \hat{f}^* \leq 1$ and $\hat{f} = 1 + \hat{f}$, we have $1 \leq \hat{f} \leq 1$. Rewriting the equation in (3.1) as

$$D_s(S^3 D_S \hat{f}) = -\frac{y}{\hat{f}^2} S^3,$$

and integrating along $S$ yields

$$-D_S\hat{f} = \frac{1}{S^3} \int_0^S \frac{y(\sigma)}{\hat{f}(\sigma)}\sigma^3d\sigma \geq 0.$$ 

The upper bound of $-D_S\hat{f}$ follows from (3.2) and the fact that $\hat{f} \geq 1$. The estimates of $\left(D_s^2 + \frac{3}{S} D_S\right)\hat{f}$ follow from equation (3.1) and bounds (3.2). This proves (3.3).

### 4 Preliminary estimates

In this section, we present the standard energy estimates and the Morawetz-type estimates to the linearized system of $\hat{f}$ in (2.15). The full estimates of $\hat{f}$ will be derived in Section 5.

Consider a linear wave equation of $\psi$ in $\mathbb{R}_+ \times \mathbb{R}^4$: 
\[ \mathcal{L}\psi = D_T^2\psi - (\alpha + h \left(D_T^2 + \frac{3}{S}D_S\right))\psi + \beta\psi = N, \]  

(4.1)

with variable coefficients \( \alpha = \alpha(S) \), \( \beta = \beta(S) \) defined in (2.14), which satisfy the bounds in (3.4), and \( h = h(T, S) \) satisfying

\[ \langle S \rangle |h| + w_0(S)|D_T h| + w_0(S)|D_S h| \leq \varepsilon \ll 1, \]

(4.2)

where the weight function \( w_0(S) = S^2\langle S \rangle \) is defined in (2.17). Denote the energy norm by

\[ E[\psi](T) = \left\{ \int_0^\infty \left( |D_T\psi|^2 + |D_S\psi|^2 + \beta|\psi|^2 \right) S^3 dS \right\}^{1/2}, \]

(4.3)

and the space-time norm by

\[ \tilde{E}[\psi](T_0) = \left\{ \int_0^{T_0} \int_0^{\infty} \left( |D_T\psi|^2/w_1 + |D_S\psi|^2/w_1 + \left| \frac{|\psi|^2}{S^3} \right| \right) S^3 dS dT \right\}^{1/2}. \]

(4.4)

In this section, we shall prove the following estimates of the linear equation (4.1).

**Proposition 4.1.** For \( \psi \in H^2 \) and \( h \) satisfying (4.2), there holds that

\[ E[\psi](T_0) + \tilde{E}[\psi](T_0) \leq E[\psi](0) + \left\| \psi \right\|_{L^2(0, T_0)}^{1/2} L^2 S^3 dS dT. \]

(4.5)

Here the space-time norm \( L^2 L^2 L^2 = L^2((0, T_0) \times (0, \infty); S^3 dS dT) \).

### 4.1 Standard energy estimates

Multiplying both sides of (4.1) by \( \frac{2}{a}D_T\psi S^3 \), one has

\[ D_T^2 \left( \frac{1}{a} |D_T\psi|^2 + \frac{\alpha}{a} |D_S\psi|^2 + \frac{\beta}{a} |\psi|^2 \right) S^3 - D_S \left( \frac{2}{a} + h D_T\psi D_S\psi + \frac{\beta}{a} D_T\psi S^3 \right) = -2D_T \left( \frac{h}{a} \right) D_T\psi D_S\psi S^3 + \frac{D_T h}{a} |D_S\psi|^2 S^3 + \frac{2}{a} D_T\psi \mathcal{L}\psi S^3. \]

(4.6)

Integration over \( S \) and \( T \) yields

\[ E[\psi]^2(T_0) \leq E[\psi]^2(0) + \int_0^{T_0} \int_0^{\infty} \frac{2}{a} D_T\psi \mathcal{L}\psi S^3 dS dT \]

\[ + \int_0^{T_0} \int_0^{\infty} \left( |D_T h| + \left| \frac{|h|}{S} \right| |D_T\psi| |D_S\psi| + |D_T h| |D_S\psi|^2 \right) S^3 dS dT \]

\[ \leq E[\psi]^2(0) + \left\| w_1^{-\frac{1}{2}} D_T\psi \right\|_{L^2(0, T_0)}^{1/2} \left\| w_1^{-\frac{1}{2}} \mathcal{L}\psi \right\|_{L^2(0, T_0)}^{1/2} \]

\[ + \left\| w_0(D_T h, D_S h, \frac{h}{S}) \right\|_{L^{1/2}(0, T_0)}^{1/2} \left\| w_1^{-\frac{1}{2}} (D_T\psi, D_S\psi) \right\|_{L^2(0, T_0)}^{1/2} \]

\[ \leq E[\psi]^2(0) + \tilde{E}[\psi](T_0) \left\| w_1^{1/2} \mathcal{L}\psi \right\|_{L^2(0, T_0)} + \varepsilon \tilde{E}[\psi]^2(T_0), \]

(4.7)
where we have used the assumptions on \( h \) in (4.2), the decay estimates of \( \alpha \) in (3.4), and the Hardy inequality.

### 4.2 Morawetz-type estimates

To derive the Morawetz-type estimates for \( \psi \) in (4.1), the term \( \beta \psi \) poses potential damage for the estimates. Actually, the term yields no good term even in the case of the Klein-Gordon equation, where \( \beta \) is a constant (see [31]). So the first step is to obtain rid of this term.

Define an auxiliary function \( \varphi = \varphi(S) \) such that

\[
\begin{aligned}
D_s^2 \varphi &= \frac{\beta}{\alpha} \varphi, \\
1 &\leq \varphi \leq 1, \quad 0 \leq -SD_s \varphi \leq 1.
\end{aligned}
\]  (4.8)

The construction of \( \varphi \) is given in Appendix B. Writing \( \psi = \varphi \tilde{\psi} \), we have the following equation for \( \tilde{\psi} \):

\[
\text{LHS} = D_s^2 \tilde{\psi} - (\alpha + h) \left( D_s^2 + \frac{3}{S} D_s \right) \tilde{\psi} = D_s \frac{\varphi}{\varphi} (\alpha + h) (2D_s \tilde{\psi} + \frac{3}{S} \tilde{\psi}) + \frac{\beta}{\alpha} h \tilde{\psi} + \frac{1}{\varphi} N = \text{RHS}.
\]  (4.9)

For a function \( g = g(S) \) to be determined later, we choose the multiplier \( 2gD_s \tilde{\psi} S^3 \) to (4.9). Then

\[
2gD_s \tilde{\psi} S^3 \cdot \text{LHS} = D_T \{ 2gD_s \tilde{\psi} D_T \tilde{\psi} S^3 \} - D_s \{ gD_s \tilde{\psi} |^2 S^3 + (ga + gh)D_s \tilde{\psi} |^2 S^3 \} + \left\{ D_s g + \frac{3}{S} \right\} |D_T \tilde{\psi} |^2 S^3
\]  (4.10)

\[
\quad + \left\{ D_s (ga + gh) - \frac{3}{S} (ga + gh) \right\} \tilde{\psi} D_s \tilde{\psi} |^2 S^3.
\]

When choosing another multiplier \( \frac{3}{S} g \tilde{\psi} S^3 \), we have

\[
\frac{3}{S} g \tilde{\psi} S^3 \cdot \text{LHS} = D_T \left\{ \frac{3}{S} g \tilde{\psi} D_T \tilde{\psi} S^3 \right\} - D_s \left\{ \frac{3}{S} (ga + gh) \tilde{\psi} D_s \tilde{\psi} S^3 + \frac{3}{2S^2} (ga + gh) |\tilde{\psi}|^2 S^3 \right\}
\]  (4.11)

\[
\quad - \frac{3}{S} g |D_T \tilde{\psi}|^2 S^3 + \frac{3}{S} (ga + gh) |D_s \tilde{\psi}|^2 S^3 + \frac{3}{S} D_s (ga + gh) \tilde{\psi} D_s \tilde{\psi} S^3
\]

\[
\quad + \frac{9}{4S^2} D_s (ga + gh) |\tilde{\psi}|^2 S^3 - D_s \left\{ \frac{3(ga + gh)}{4S^2} |\tilde{\psi}|^2 S^3 \right\}.
\]

Taking a sum of (4.10)–(4.11) and integrating over \( T \) and \( S \) yields that

\[
\int_0^\infty \int_0^\infty \left\{ (D_s g) D_T \tilde{\psi} |^2 + \frac{1}{4} D_s (ga + gh) |2D_s \tilde{\psi} + \frac{3}{S} \tilde{\psi}|^2 \right\} \cdot S^3 \text{d}S \text{d}T
\]  (4.12)

\[
= I_1 + \int_0^\infty \int_0^\infty g \left( 2D_s \tilde{\psi} + \frac{3}{S} \tilde{\psi} \right) \cdot \text{LHS} \cdot S^3 \text{d}S \text{d}T,
\]

with

\[
I_1 = - \left\{ \int_0^\infty g \left( 2D_s \tilde{\psi} + \frac{3}{S} \tilde{\psi} \right) D_T \tilde{\psi} S^3 \text{d}S \right\} \bigg|_{T=0}^{T=\infty}.
\]  (4.13)

Define the function \( g \) as

\[
g = g(S) = \frac{1}{\alpha(S)} \left( 2 - \frac{1}{1 + \alpha^{1/2}} \right).
\]  (4.14)
Recall the properties of \( \alpha = \mathcal{f} \) in (3.3) (i.e., \( 1 \leq \alpha \leq 1 \), \( 0 \leq -D_3 \alpha \leq (S^{-1}) \)), the properties of \( h \) in (4.2), and \( \frac{S}{w} \leq \frac{1}{\sqrt{2}} \), we have \( 0 < g \leq 2 \), and

\[
D_3(ga) = \frac{1}{2} S^{-\frac{1}{2}}(1 + S^2)^{-\frac{1}{2}} \sim \frac{1}{w_1},
\]

\[
D_3 g - \frac{1}{a} D_3(ga) - D_3 a \geq \frac{1}{w_1},
\]

\[
|D_3 g| \leq \frac{1}{w_1} + (S^{-1}) \leq S^{-1/2},
\]

\[
-\frac{3}{4 S^2} \mathcal{g} a (S^2) = \frac{3}{4 S^3} \left( 4 - 2(1 + S^2)^{-1} \right) \geq \frac{1}{S^3},
\]

\[
|D_3 \mathcal{g} h| \leq |D_3 h| + S^{-1/2} |h| \leq w_1^2 \epsilon,
\]

\[
\left| D_3 \left( \frac{3 \mathcal{g} h}{a S} \right) \right| \leq \frac{3 |D_3 \mathcal{g} h|}{4 S^2} + \frac{3 |\mathcal{g} h|}{2 S^3} \leq \frac{\epsilon}{S^{2} w_1} + \frac{\epsilon}{S} \leq \frac{\epsilon}{S^3},
\]

Since \( \frac{S}{w} \leq \frac{1}{\sqrt{2}} \), there holds that

\[
\frac{|D_3 \mathcal{g} |^2}{w_1} + \frac{|\mathcal{g}|^2}{S^3} \leq \frac{1}{w_1} \left( 2D_3 \mathcal{g} + \frac{3 \mathcal{g}}{S} \right)^2 + \frac{1}{w_1} \left( |\mathcal{g}|^2 \right)^2 \leq \frac{1}{w_1} \left( 2D_3 \mathcal{g} + \frac{3 \mathcal{g}}{S} \right)^2 + \frac{1}{S^3} |\mathcal{g}|^2.
\]

Similarly, since \( \varphi \) satisfies (4.8) and \( \psi = \varphi \mathcal{f} \), we have

\[
\frac{|D_3 \varphi |^2}{w_1} + \frac{|\varphi|^2}{S^3} = \frac{1}{w_1} \left( \varphi D_3 \varphi + S D_3 \frac{\varphi}{S} \right)^2 + \frac{1}{w_1} \left( |\varphi|^2 \right)^2 \leq \frac{|D_3 \varphi |^2}{w_1} + \frac{|\varphi|^2}{S^3},
\]

\[
\frac{|D_3 \varphi |^2}{w_1} + \frac{|\varphi|^2}{S^3} = \frac{1}{w_1} \left( \frac{1}{\varphi^2} \left( D_3 \varphi + S D_3 \frac{\varphi}{S} \right)^2 + \frac{1}{w_1} \left( |\varphi|^2 \right)^2 \right) \leq \frac{|D_3 \varphi |^2}{w_1} + \frac{|\varphi|^2}{S^3},
\]

and

\[
|D_3 \mathcal{f} |^2 + \frac{|\mathcal{f}|^2}{S^2} = \frac{1}{w_1} \left( \left( D_3 \mathcal{f} + S D_3 \frac{\mathcal{f}}{S} \right)^2 + \frac{1}{w_1} \left( |\mathcal{f}|^2 \right)^2 \right) \leq |D_3 \mathcal{f} |^2 + \frac{|\mathcal{f}|^2}{S^2}.
\]

Then (4.19) along with the Hardy inequality imply that \( I_1 \) in (4.13) is bounded by

\[
|I_1| \leq \mathcal{E}[|\mathcal{f}|^2(T_0) + |\mathcal{f}|^2(0)].
\]

Using the properties of \( h \leq \epsilon(S^{-1}) \) in (4.2), \( \beta \leq (S^{-2}) \) in (3.4), \( \alpha \geq 1 \), we have from (4.9), (4.12), (4.15)–(4.18), and \( D_3 \varphi \leq 0 \), \( \alpha + h > 0 \) that (for \( \epsilon \) small enough)

\[
\int_0^{\mathcal{T}_0} \int_0^{\mathcal{T}_0} \left( \frac{|D_3 \mathcal{f} |^2}{w_1} + \frac{|D_3 \varphi |^2}{w_1} + \frac{|\varphi|^2}{S^3} \right) S^3 dS dT \leq I_1 + \int_0^{\mathcal{T}_0} \int_0^{\mathcal{T}_0} g(D_3 \mathcal{f} + \frac{3 \mathcal{f}}{S}) \cdot \text{RHS} \cdot S^3 dS dT
\]

\[
\leq I_1 + \int_0^{\mathcal{T}_0} \int_0^{\mathcal{T}_0} g(D_3 \mathcal{f} + \frac{3 \mathcal{f}}{S}) \left( \frac{D_3 \mathcal{f} + \frac{3 \mathcal{f}}{S}}{\alpha} \right) \cdot S^3 dS dT
\]

\[
\leq \mathcal{E} [|\mathcal{f}|^2(T_0) + |\mathcal{f}|^2(0)] + \epsilon \mathcal{E} [|\mathcal{f}|^2(T_0) + |\mathcal{f}|^2(T_0)] \left\| \frac{1}{w_1} \mathcal{N} \right\|_{L^1}. \]

This finishes the proof of Proposition 4.1 when combined with the standard energy estimates (4.7).
In this section, we shall derive the estimates for $\tilde{f}$ of system (2.15). This is a defocusing wave equation with variable coefficients. The only vector field that commutes well with the linear operator is the time derivative $D_T$. We shall apply the linear estimates in Proposition 4.1 to derive the estimates of $D_T\tilde{f}$. The space derivatives $D^k\tilde{f}$ will be recovered by the Laplacian $\left(D^2 + \frac{3}{S}D_S\right)$ from the equation.

Recall the wave equation for $\tilde{f}$ in (2.15) in $\mathbb{R} \times \mathbb{R}^4$,
\[
D^2\tilde{f} - f\left(D^2 + \frac{3}{S}D_S\right)\tilde{f} + \beta\tilde{f} = Q_0,
\]
with the nonlinear term $Q_0$ given by
\[
Q_0 = \frac{1}{2f}(D_T\tilde{f})^2 + \frac{\beta}{2}\tilde{f}^2.
\]

To derive a simpler equation for $D^j\tilde{f}$ for $j \geq 1$, we shall go back to the equation for $f$ in (2.11) instead of differentiating (5.1) directly. Multiplying both sides of the first equation in (2.11) by $f$ gives
\[
f D^2f - f\left(D^2 + \frac{3}{S}D_S\right)f - \frac{1}{2}\beta f^2 - \frac{1}{2}(D_T f)^2 = 0.
\]
Noting that $D_T f = D_T\tilde{f}$, by taking the derivative $D_T$ and dividing by $f$, we have
\[
D^2\tilde{f} - f\left(D^2 + \frac{3}{S}D_S\right)D_T\tilde{f} + \beta D_T\tilde{f} = Q_1,
\]
with
\[
Q_1 = 2D_T\tilde{f} \cdot \left(D^2 + \frac{3}{S}D_S\right)\tilde{f}.
\]

After taking one more derivative $D_T$ to both sides of (5.3), we have the equation for $D^2\tilde{f}$ as
\[
D^2\tilde{f} - f\left(D^2 + \frac{3}{S}D_S\right)D^2\tilde{f} + \beta D^2\tilde{f} = Q_2,
\]
with
\[
Q_2 = 3D_T\tilde{f} \cdot \left(D^2 + \frac{3}{S}D_S\right)D_T\tilde{f} + 2D^2\tilde{f} \cdot \left(D^2 + \frac{3}{S}D_S\right)f.
\]

Recall the definition of norms $\mathcal{E}[\tilde{f}]$ and $\mathcal{G}[\tilde{f}]$ in (4.3)–(4.4). For $T \geq 0$, we shall define the energy norm and the space-time norm as
\[
\mathcal{E}(T) = \sum_{j=0}^{2} \mathcal{E}[D^j\tilde{f}](T), \quad \mathcal{F}(T) = \sum_{j=0}^{2} \mathcal{G}[D^j\tilde{f}](T).
\]

For space derivatives, we define another energy norm
\[
\mathcal{G}(T) = \left\| \left(D^2 + \frac{3}{S}D_S\right)f \right\|_{L^2}^2 + \left\| D_T\left(D^2 + \frac{3}{S}D_S\right)f \right\|_{L^2}^2 + \left\| D^2\left(D^2 + \frac{3}{S}D_S\right)f \right\|_{L^2}^2.
\]

The difference between $\left(D^2 + \frac{3}{S}D_S\right)f$ and $D_S\tilde{f}$ is given by (A1). We also define an $L^\infty$ norm
\[
\mathcal{Z}(T) = \sup_{S>0} \left\{ (S)f| + w_1|D_T f| + w_2|D_S f| + w_3|D^2 f| + w_4|D_2D_T f| + w_5|\left(D^2 + \frac{3}{S}D_S\right)f| \right\},
\]
where the weight functions $w_1$ and $w_2$ are defined in (2.17).

The main energy estimates of $\tilde{f}$ are as follows.
Proposition 5.1. Under conditions (1.8), if \( \varepsilon_0 \) is small enough, there exists a unique global-in-time solution \( \tilde{f} \in C(R_+; H^1_{loc}(R^4)) \cap C^1(R_+; H^2(R^4)) \) to system (2.15). Furthermore, the solution \( \tilde{f} \) satisfies the following bounds for all time \( T \geq 0 \),

\[
\mathcal{Z}(T) \leq C_0 \varepsilon_0, \tag{5.10}
\]

for some constant \( C_0 \) independent of \( T \) or \( \varepsilon_0 \).

Remark 5.2. Treating (2.15) as a wave equation in \( R_+ \times R^4 \) under the radial symmetry, the local existence of the solution follows from [17, 27] and Huygens' principle (since we only have \( \tilde{f} \in L^2_{loc}(R^4) \)). Actually, with the assumptions on the initial data (1.5), we can prove that \( f_0, f_1, y \in C^\infty(R^4) \). By (3.1) and the Schauder estimates we have \( \tilde{f} \in C^\infty(R^4) \), and by (2.14) we have \( \alpha, \beta \in C^\infty(R^4) \). Then by the classical local well-posedness result in [19] we have \( \tilde{f} \in C^\infty(R_+ \times R^4) \). Therefore, we only focus on the \textit{a priori} estimate (5.10). The full energy \( \mathcal{E}(T) + \mathcal{G}(T) \) of \( \tilde{f} \) follows from Lemmas 5.3 and 5.5 by the \textit{a priori} estimate (5.10).

### 5.1 Estimates of \( \mathcal{G}(T) \)

We first give some estimates on the higher order space derivatives from the equation of \( \tilde{f} \) in (5.1). For \( \left(D^2_3 + \frac{3}{S} D_3\right)\tilde{f} \), we have

\[
\left(D^2_3 + \frac{3}{S} D_3\right)\tilde{f} = \frac{1}{f} D^2_3 \tilde{f} + \frac{\beta}{f} D_3 \tilde{f} - \frac{1}{2f^2} |D_T \tilde{f}|^2 - \frac{\beta}{2f^2} |\tilde{f}|^2. \tag{5.11}
\]

By taking \( D_T \) and \( D_3 \) to both sides of (5.11), respectively, we have

\[
D_T \left(D^2_3 + \frac{3}{S} D_3\right)\tilde{f} = \frac{1}{f} D^2_3 \tilde{f} + \frac{\beta}{f} D_3 \tilde{f} - \frac{2}{f^2} D_T D_3 \tilde{f} - \frac{2\beta}{f^2} D_T \tilde{f} + \frac{1}{f^3} (D_T \tilde{f})^3 + \frac{\beta}{f^3} |\tilde{f}|^2 D_T \tilde{f}, \tag{5.12}
\]

\[
D_3 \left(D^2_3 + \frac{3}{S} D_3\right)\tilde{f} = \frac{1}{f} D^2_3 \tilde{f} + \frac{\beta}{f} D_3 \tilde{f} + \frac{D_3 \beta}{f} D_3 \tilde{f} - \frac{1}{f^2} D_T D_3 \tilde{f} - \frac{1}{f^2} D_3 \tilde{f} D_3 \tilde{f} \tag{5.13}
\]

From (5.10) and (3.3), if \( \varepsilon_0 \) is sufficiently small, then \( \frac{1}{2} \leq f = \tilde{f} + \bar{f} \leq 1 \). We can apply the \textit{a priori} estimates (5.10) to the nonlinear terms in (5.11)–(5.13) to obtain that

\[
\left|\left(D^2_3 + \frac{3}{S} D_3\right)\tilde{f}\right| \leq |D^2_3 \tilde{f}| + |\beta| |\tilde{f}| + \frac{C(C_0) \varepsilon_0^2}{w_1 w_2}, \tag{5.14}
\]

\[
|D_T \left(D^2_3 + \frac{3}{S} D_3\right)\tilde{f}| \leq |D^2_3 \tilde{f}| + |D_T \tilde{f}| + \frac{C(C_0) \varepsilon_0^2}{w_1 w_2}, \tag{5.15}
\]

\[
|D_3 \left(D^2_3 + \frac{3}{S} D_3\right)\tilde{f}| \leq |D^2_3 \tilde{f}| + |D_3 \tilde{f}| + |D_3 \beta| |\tilde{f}| + \frac{C(C_0) \varepsilon_0^2}{w_1 w_2}, \tag{5.16}
\]

where we have also used the bounds on \( \beta \) in (3.4) and the fact that \( w_1 \geq w_2 \geq 0, w_1^2 \geq w_1 w_2 \geq 0 \).

Lemma 5.3. Under the \textit{a priori} assumption (5.10), if \( \varepsilon_0 \) is sufficiently small, then there holds that

\[
\mathcal{G}(T) \leq \mathcal{E}(T) + C(C_0) \varepsilon_0^2. \tag{5.17}
\]

Proof. Recall the definition of \( \mathcal{E}(\tilde{f}) \) in (4.3). From (3.4), (5.14)–(5.16), and the fact that \( \|w_1^{-1} w_2^{-1} \|_{L^2} \leq 1 \), we have
\[
\left\| \left( D_5^2 + \frac{3}{S} D_5 \right) \tilde{T} \right\|_{L^2_t L^2_x} \leq C(\tilde{T}) (T) + C(\epsilon_0) \mathcal{E}_0 \leq \mathcal{E}(T) + C(\epsilon_0) \mathcal{E}_0,
\]
\[
\left\| D_1 \left( D_5^2 + \frac{3}{S} D_5 \right) \tilde{T} \right\|_{L^2_t L^2_x} \leq C(D_5^2 \tilde{T}) (T) + C(\epsilon_0) \mathcal{E}_0 \leq \mathcal{E}(T) + C(\epsilon_0) \mathcal{E}_0,
\]
\[
\left\| D_2 \left( D_5^2 + \frac{3}{S} D_5 \right) \tilde{T} \right\|_{L^2_t L^2_x} \leq C(D_5^2 \tilde{T}) (T) + C(\epsilon_0) \mathcal{E}_0 \leq \mathcal{E}(T) + C(\epsilon_0) \mathcal{E}_0.
\]

The lemma follows. \hfill \square

### 5.2 Estimates of $\mathcal{E}(T)$ and $\mathcal{F}(T)$

In this section, we shall apply the estimates of the linear operator $\mathcal{L}$ in Proposition 4.1 and drive the estimates of $\mathcal{E}(T)$ and $\mathcal{F}(T)$ defined in (5.7).

First we need a lemma on the initial energy. The proof is given in Appendix C.

**Lemma 5.4.** Under conditions (1.8), there holds that
\[
\mathcal{E}(0) \leq \epsilon_0.
\] (5.18)

Then, we can apply Proposition 4.1 to obtain the following estimates.

**Lemma 5.5.** Under conditions (1.8), for $\epsilon_0 > 0$ sufficiently small, then
\[
\mathcal{E}(T) + \mathcal{F}(T) \leq \epsilon_0.
\] (5.19)

**Proof.** Choosing $h = \tilde{f}$, the condition on $h$ in (4.2) can be verified by the a priori estimate (5.10). We apply the linear estimates in (4.5) to $D_5^{2j} \tilde{T}$ with $j = 0, 1, 2$ in (5.1)–(5.6), respectively, to obtain that
\[
\mathcal{E}(T) + \mathcal{F}(T) \leq \mathcal{E}(0) + \sum_{j=0}^2 \left\| \frac{1}{w_1^j Q_j} \right\|_{L^2_t L^2_x}.
\] (5.20)

For $Q_j$ ($j = 0, 1, 2$) given by (5.2), (5.4), and (5.6), it follows from the bounds (5.14)–(5.15) and the fact that $w_1^{-1} w_2^{-1} = S^{-\frac{1}{2}}$ that
\[
|Q_0| + |Q_1| + |Q_2| \leq (|D_5^2 \tilde{T}| |D_5^2 \tilde{T}| + |D_5^2 \tilde{T}| |D_5^2 \tilde{T}| + |D_5^2 \tilde{T}| |D_5^2 \tilde{T}| + |D_5^2 \tilde{T}| |D_5^2 \tilde{T}|) \frac{C(\epsilon_0)}{w_1 w_2}
\]
\[
\leq C(\epsilon_0) \mathcal{E}_0 \left\{ \frac{|D_5^2 \tilde{T}|}{w_1} + \left\| \frac{1}{w_2} + \frac{1}{S^2} \right\| |D_5^2 \tilde{T}| + \left\{ \frac{1}{w_1} + \frac{1}{S^2} \right\} |D_5^2 \tilde{T}| + \frac{\tilde{T}}{(S)^3} \right\}
\]

where we have used the a priori estimates (5.10) and the bounds on $\beta$ in (3.4) to the lower order terms in the last step. Then, noting that $w_1^{-1} \leq w_2^{-1} \leq S^{-\frac{1}{2}}$ and $w_1^{-1} S^{-\frac{1}{2}} \leq w_1^{-1} + S^{-\frac{1}{2}}$, we have
\[
\sum_{j=0}^2 \left\| \frac{1}{w_1^j Q_j} \right\|_{L^2_t L^2_x} \leq C(\epsilon_0) \mathcal{E}_0 \left\{ \left\| \frac{1}{w_1^j D_5^2 \tilde{T}} \right\|_{L^2_t L^2_x} + \left\| \frac{1}{w_1^j D_5^2 \tilde{T}} \right\|_{L^2_t L^2_x} + \left\| S^{-\frac{1}{2}} D_5^2 \tilde{T} \right\|_{L^2_t L^2_x} \right.
\]
\[
+ \left. \left\| S^{-\frac{1}{2}} D_5^2 \tilde{T} \right\|_{L^2_t L^2_x} + \left\| S^{-\frac{1}{2}} \tilde{T} \right\|_{L^2_t L^2_x} \right\}
\] (5.21)

When $\epsilon_0 > 0$ is sufficiently small, putting (5.18) and (5.21) back to (5.20) proves the lemma. \hfill \square
5.3 Proof of Proposition 5.1

Now we can finish the proof of the a priori estimates in Proposition 5.1 by proving that
\[ \mathcal{Z}(T) \leq \varepsilon_0 + C(C_0)\varepsilon_0^2. \] (5.22)

Toward this, using (A1), we can apply the Sobolev inequality (A4) to the case \( \psi = D_T\tilde{f} \) and (A3) to \( \psi = D_T^2\tilde{f} \), \( \psi = \left(D_T^2 + \frac{2}{S}D_3\right)\tilde{f} \), respectively, to obtain that
\[ w_1|D_T\tilde{f}| + w_2|D_5D_T\tilde{f}| + w_3|D_T^2\tilde{f}| + w_4\left|D_T^2 + \frac{3}{S}D_3\right|\tilde{f}| \leq \mathcal{E}(T) + \mathcal{G}(T). \] (5.23)

The Sobolev inequality (A5) for \( \psi = \tilde{f} \) yields
\[ \langle S\rangle |\tilde{f}| + w_5|D_5\tilde{f}| \leq \langle S\rangle |\tilde{f}| + \langle S\rangle |D_5\tilde{f}| \leq \mathcal{E}(T) + \mathcal{G}(T). \] (5.24)

Then we can apply the estimates in Lemmas 5.3 and 5.5 and prove (5.22).

6 Proof of Theorem 1.1

From Propositions 3.1 and 5.1, we have solved \( f \) to system (2.11) by the decomposition \( f = \tilde{f} + \tilde{f} \). The estimate of \( \tilde{f} \) in (5.10) and (3.3) imply that \( \tilde{f} = f + \tilde{f} \geq 1 + \tilde{f} \geq 1 - C\varepsilon_0 \geq 1/2 \) (for \( \varepsilon_0 \) small enough).

To obtain back to the original variables \((v, u)\), recall (2.12) that
\[
\begin{cases}
  r = S\tilde{T}^{1/2}, & t = T, \\
  v(t, r) = \frac{1}{2}SD_5f + f, \\
  u(t, r) = \frac{S}{2\tilde{T}^{1/2}}D_Tf, \\
  u^0(t, r) = \frac{\Gamma_d(R)}{Sf^{1/2}}.
\end{cases}
\] (6.1)

For the steady state \((v, u)(r)\), we have from \( \tilde{f} \) and (2.12) that
\[
\begin{cases}
  \bar{r} = S\bar{T}^{1/2}, \\
  \bar{v}(r) = \frac{1}{2}SD_5\bar{T} + \bar{T}, \\
  \bar{u}(\bar{r}) = 0, \\
  \bar{u}^0(\bar{r}) = \frac{\Gamma_d(R)}{S\bar{T}^{1/2}}.
\end{cases}
\] (6.2)

**Lemma 6.1.** For the steady states \((\bar{v}, \bar{u}, \bar{u}^0)\) in (6.2), there hold that
\[ 1 \leq \bar{v} \leq 1, \quad |\bar{u}^0| \leq 1, \quad |\partial_r(\bar{v}\bar{r})| + |\partial_r(\bar{u}\bar{r})| \leq 1. \] (6.3)

**Proof.** Recall the equation of \( \tilde{f} \) in (3.1) and (3.3) that \( 1 \leq \tilde{f} \leq 1 \). Since
\[ D_3\bar{v} = \frac{1}{2}S\left(D_T^2 + \frac{3}{S}D_3\right)\bar{T} = -\frac{Sy}{2\tilde{T}^2} \leq 0, \]
\[ D_3\bar{u} = \bar{v} = \lim_{S \to \infty} \frac{S\bar{T}}{\bar{T}} = \lim_{S \to \infty} \frac{D_3(S\bar{T})}{2S} = \lim_{S \to \infty} \frac{1}{2}S\bar{T} + \bar{f} = \lim_{S \to \infty} \bar{v}, \]
we can see that $\mathcal{V} \geq 1$ and $\mathcal{V} \leq \mathcal{V}(0) = \mathcal{F}(0) \leq 1$.

For $\mathcal{F} = \mathcal{F}^{1/2}$, there hold that
\[
D_3 \mathcal{F} = \mathcal{F}^{1/2} + \frac{1}{2} \mathcal{F}^{-1/2} S D_3 \mathcal{F} = \mathcal{F}^{-1/2} \mathcal{V} > 0 \quad \text{and} \quad D_3 \mathcal{F} \sim 1.
\]
Thus, $\partial_r \mathcal{F} = \frac{D_3 \mathcal{F}}{D_r \mathcal{F}} = -\frac{S \mathcal{V}}{f^{1/2} \mathcal{F}^{1/2}}$, and $\|\partial_r \mathcal{F}\| \leq \mathcal{F}^{-1} \|\partial_r \mathcal{F}\| + \|\mathcal{F}\| \leq 1$ by (3.2). Then we have $\|\partial_r(\mathcal{V})\| \leq \mathcal{F}^{-1} \|\partial_r \mathcal{F}\| + \|\mathcal{F}\| \leq 1$.

As for $\mathcal{D}$, since $\mathcal{D} = \mathcal{D}^{1/2}$ and $\|\mathcal{D}\| \leq \mathcal{F}^{-1} \|\mathcal{D}\| + \|\mathcal{F}\| \leq 1$ by (1.8), Furthermore, there hold that $\partial_r(\mathcal{D}) = \frac{D_3 \mathcal{D}(R)}{D_3 \mathcal{F}}$, and $\|\partial_r(\mathcal{D})\| \leq 1$ by (1.8) and (2.9).

Define a function
\[
\mathcal{A}(T, S) = \{\|SD_T \mathcal{F}\|^2 + \|SD_3 \mathcal{F}\|^2 + \|\mathcal{F}\|^2\}^{1/2}(T, S).
\]
The difference between $(\mathcal{V}, \mathcal{U})$ and $(\mathcal{V}, \mathcal{U})$ is given by the following lemma. Here $u = u^r e_r + u^\theta e_\theta$ and $\mathcal{G} = u^\theta e_\theta$

**Lemma 6.2.** For $(\mathcal{V}, \mathcal{U})$ in (6.1) and $(\mathcal{V}, \mathcal{U})$ in (6.2), there holds that
\[
\|v(t, r) - \mathcal{V}(r)| + |u(t, r) - \mathcal{U}(r)| \leq \mathcal{A}(T, S).
\]

**Proof.** From (6.1)–(6.2) and $\mathcal{F} \geq 1/2$, we have
\[
\frac{|r - \mathcal{F}|^2}{r} = \frac{Sf^{1/2} - \mathcal{F}^{1/2}}{Sf^{1/2}} = \frac{1}{(f^{1/2} + \mathcal{F}^{1/2})^2} |\mathcal{F}| \leq |\mathcal{F}|.
\]
By the bounds (6.3) and (1.8), we have from (6.1)–(6.2) and (6.5) that
\[
|r\mathcal{V}(r) - \mathcal{V}(r)| \leq |r\mathcal{V}(r) - r\mathcal{V}(r)| + |r - \mathcal{F}| |\mathcal{V}(r)| \leq \left(\|\partial_r(\mathcal{V})\|_{L^{\infty}} + \|\mathcal{V}\|_{L^{\infty}}\right) |r - \mathcal{F}| \leq |r - \mathcal{F}| \leq n|\mathcal{F}|,
\]
\[
|\mathcal{V}(r) - \mathcal{V}(r)| \leq |\mathcal{V}(r) - \mathcal{V}(r)| + |\mathcal{V}(r) - \mathcal{V}(r)| \leq \frac{1}{2} |SD_3 \mathcal{F} + \mathcal{F}| + |\mathcal{F}| \leq \mathcal{A}(T, S),
\]
and
\[
|u(t, r) - \mathcal{U}(r)| = |u(t, r)| = \frac{S}{2f^{1/2}} |D_T \mathcal{F}| \leq \mathcal{A}(T, S),
\]
and
\[
|r\mathcal{D}(t, r) - \mathcal{D}(r)| = |r\mathcal{D}(t, r) - r\mathcal{D}(r)| \leq \|\partial_r(\mathcal{D})\|_{L^{\infty}} |r - \mathcal{F}| \leq |r - \mathcal{F}| \leq n|\mathcal{F}|,
\]
\[
|\mathcal{D}(t, r) - \mathcal{D}(r)| \leq |\mathcal{F}| \leq \mathcal{A}(T, S).
\]
Here we used $\mathcal{D}(t, r) = \mathcal{D}(r)$, which completes the proof.

Thanks to Lemma 6.2, to prove (1.19), we just need to verify that
\[
\lim_{T \to \infty} \sup_{S \geq 0} \mathcal{A}(T, S) = 0.
\]
The estimate (5.10) implies that
\[
\mathcal{A}(T, S) \leq \mathcal{A}(T, S) + S^{1/2} |D_3 \mathcal{A}(T, S)| \leq \mathcal{E}_0.
\]
Thus, $\mathcal{A}(T, S) \to 0$ uniformly in $T$ as $S \to \infty$. Define
\[
\mathcal{B}(T) = \int_0^T \frac{1}{W_1} \left( |D_T \mathcal{F}|^2 + |D_3 \mathcal{F}|^2 \right) S^3 dS.
\]
Then for $S_0 \in (0, \infty)$ we have (using Hardy’s inequality and (6.7), (5.10))
\[
\mathcal{A}(T, S_0) = -3 \int_{S_0}^{\infty} \mathcal{A}(T, S) D_S \mathcal{A}(T, S) dS \leq \varepsilon_0 \int_{S_0}^{\infty} \mathcal{A}(T, S) S^{-1/2} dS
\]
\[
= \varepsilon_0 \int_{0}^{1} \{ |D_T \mathcal{F}|^2 + |D_S \mathcal{F}|^2 + |\mathcal{F}|^2 \} S^{-1/2} dS \leq \varepsilon_0 \int_{0}^{1} \{ |D_T \mathcal{F}|^2 + |D_S \mathcal{F}|^2 \} S^{1/2} dS
\]
\[
\leq \varepsilon_0 \int_{0}^{1} \{ |D_T \mathcal{F}|^2 + |D_S \mathcal{F}|^2 \} S^{1/2} dS + \varepsilon_0 \mathcal{B}(T) \leq \varepsilon_0 \int_{0}^{1} \{ |D_T \mathcal{F}| + |D_S \mathcal{F}| \} S^{1/2} dS + \varepsilon_0 \mathcal{B}(T)
\]
\[
\leq \varepsilon_0 \int_{0}^{1} \{ |D_T \mathcal{F}|^2 + |D_S \mathcal{F}|^2 \} S^{1/2} dS + \varepsilon_0 \mathcal{B}(T) \leq \varepsilon_0^{1/3} \mathcal{A}(T) + \varepsilon_0 \mathcal{B}(T).
\]

That is,
\[
\sup_{S > 0} \mathcal{A}(T, S) \leq \left\{ \varepsilon_0^{1/3} \mathcal{A}(T) + \varepsilon_0 \mathcal{B}(T) \right\}^{1/3}.
\]

Next, we shall check that $\lim_{T \to \infty} \mathcal{B}(T) = 0$. Note that
\[
D_T \mathcal{B}(T) = \int_{0}^{T} \frac{1}{w_1} \{ 2 |D_T \mathcal{F}| \cdot D_T \mathcal{F} + 2 |D_S \mathcal{F}| \cdot D_T D_S \mathcal{F} \} S^{3/2} dS.
\]

By the estimates of the space-time norm $\mathcal{F}$ in (5.19),
\[
\int_{0}^{T_0} \{ |\mathcal{B}(T)| + |D_T \mathcal{B}(T)| \} dT \leq \int_{0}^{\infty} \left\{ \frac{|D_T \mathcal{F}|^2}{w_1} + \frac{|D_T D_S \mathcal{F}|^2}{w_1} + \frac{|D_T \mathcal{F}|^2}{w_1} + \frac{|D_S \mathcal{F}|^2}{w_1} \right\} S^{3/2} dS \leq \varepsilon_0.
\]

Letting $T_0 \to +\infty$ then $\int_{0}^{\infty} \{ |\mathcal{B}(T)| + |D_T \mathcal{B}(T)| \} dT \leq \varepsilon_0$. Applying the Sobolev embedding in time $T$, we deduce that
\[
\mathcal{B}(T_0) \leq \int_{T_0}^{T_0 + 1} \{ |\mathcal{B}(T)| + |D_T \mathcal{B}(T)| \} dT \to 0, \text{ as } T_0 \to \infty.
\]

This completes the proof of (1.19) in Theorem 1.1.
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Appendix

A Some inequalities

In this appendix, we prove some Sobolev inequalities in the radial-symmetric setting in $\mathbb{R}^4$. Recall the weight functions defined in (2.17):

$$w_1(S) = S^2 \tilde{w}(S), \quad w_2(S) = S^{-1} \tilde{w}(S).$$

There holds that $w_1 \geq w_2 \geq 0$. Here is a relation between $\left( D_2^3 + 3 D_3 \right) \psi$ and $D_3^3$:

$$\left\| \left( D_2^3 + \frac{3}{S} D_3 \right) \psi \right\|_{L^2}^2 = \left\| D_3^3 \psi \right\|_{L^2}^2 + 3 \left\| \frac{D_3 \psi}{S} \right\|_{L^2}^2. \quad (A1)$$

**Lemma A.1.** If $\psi$ decaying fast enough (i.e., $\lim_{S \to \infty} \psi(S) = 0$), there holds that

$$S |\psi(S)| \leq \| D_3 \psi \|_{L^2}, \quad (A2)$$

$$w_1(S) |\psi(S)| \leq \| \psi \|_{L^2} + \| D_3 \psi \|_{L^2}, \quad (A3)$$

$$w_2(S) |\psi(S)| + w_2(S) \| D_3 \psi(S) \| \leq \| \psi \|_{L^2} + \| D_3 \psi \|_{L^2} + \left\| \left( D_2^3 + \frac{3}{S} D_3 \right) \psi \right\|_{L^2}, \quad (A4)$$

$$\{ S \} |\psi(S)| + \langle S \rangle^2 \| D_3 \psi(S) \| \leq \| D_3 \psi \|_{L^2} + \left\| \left( D_2^3 + \frac{3}{S} D_3 \right) \psi \right\|_{L^2} + \left\| D_3 \left( D_2^3 + \frac{3}{S} D_3 \right) \psi \right\|_{L^2}. \quad (A5)$$

**Proof.** To prove (A2), we have by the Hölder inequality that

$$|\psi(S)|^2 = \left\| \int_S \frac{D_3 \psi(\sigma) d\sigma}{S} \right\|^2 \leq \int_0^\infty |D_3 \psi(\sigma)|^2 \sigma^3 d\sigma \int_0^\infty \sigma^{-3} d\sigma \leq S^{-2} \| D_3 \psi \|_{L^2}^2.$$  

This also implies (A3) when $S \leq 1$. When $S \geq 1$ we have

$$S(S)^2 |\psi(S)|^2 = -2S(S)^2 \int_S \sigma |D_3 \psi(\sigma)|\|D_3 \psi(\sigma)\|d\sigma \leq \int_0^\infty |\psi(\sigma)| |D_3 \psi(\sigma)| \sigma^3 d\sigma \leq \| \psi \|_{L^2}^2 + \| D_3 \psi \|_{L^2}^2. \quad (A6)$$

This implies (A3) when $S \geq 1$.

Similarly, for (A4) when $S \geq 1$, we have

$$S(S)^2 \| D_3 \psi(S) \|^2 \leq \| D_3 \psi \|_{L^2}^2 + \| D_3^2 \psi \|_{L^2}^2. \quad (A7)$$

When $S \leq 1$, we use (A2) for $D_3 \psi$ to obtain that

$$|D_3 \psi(S)| \leq S^{-1} \| D_3^2 \psi \|_{L^2} \leq w_1^{-1} \| D_3^2 \psi \|_{L^2}. \quad (A8)$$

Then (A6) and (A8) imply that, when $S \leq 1$,

$$|\psi(S)| \leq |\psi(1)| + s \left| D_3 \psi(\sigma) \right| d\sigma \leq |\psi(1)| + \| D_3 \psi \|_{L^2} \int_1^S \frac{1}{\sigma} d\sigma \leq w_1^{-1} \||\psi||_{L^2} + \| D_3 \psi \|_{L^2} + \| D_3^2 \psi \|_{L^2}. \quad (A9)$$

Together (A6)–(A9) conclude the proof of (A4) by recalling (A1).

As for (A5), the case $S \geq 1$ follows from (A2) for $\psi$ and (A7) for $D_3 \psi$. When $S \leq 1$, we use (A2) for $\left( D_2^3 + \frac{3}{S} D_3 \right) \psi$ to obtain that

$$\left| \left( D_2^3 + \frac{3}{S} D_3 \right) \psi(S) \right| \leq S^{-1} \left\| D_3 \left( D_2^3 + \frac{3}{S} D_3 \right) \psi \right\|_{L^2}. \quad (A10)$$

$$\text{Dongyi Wei et al.}$$
Then we use integration by parts and (A2) to obtain that
\[
S^3 \| D_3 \psi(S) \| \leq \left| \int_0^S \alpha \left( D_\sigma^2 + \frac{3}{S} D_\sigma \right) \psi(\sigma) d\sigma \right| \\
\leq \left\| S \left( D_\sigma^2 + \frac{3}{S} D_\sigma \right) \psi \right\|_{L^2_\sigma} \left\| \sigma ^2 d\sigma \right\| \\
\leq S^3 \left\| D_\sigma \left( D_\sigma^2 + \frac{3}{S} D_\sigma \right) \psi \right\|_{L^2_\sigma}.
\]

Therefore, \(|D_3 \psi(S)| \leq \left\| D_\sigma \left( D_\sigma^2 + \frac{3}{S} D_\sigma \right) \psi \right\|_{L^2_\sigma}, and
\[
|\psi(S)| \leq |\psi(1)| + \int_1^S |D_3 \psi(\sigma)| d\sigma \\
\leq |D_3 \psi|_{L^2_\sigma} + \left\| \left( D_\sigma^2 + \frac{3}{S} D_\sigma \right) \psi \right\|_{L^2_\sigma} + \left\| D_\sigma \left( D_\sigma^2 + \frac{3}{S} D_\sigma \right) \psi \right\|_{L^2_\sigma}.
\]

This concludes the proof of (A5) as \(|S| \leq \langle S \rangle^2 \leq 1\) for \(S \leq 1\).

\[\text{□}\]

**B Construction of } \varphi \text{ to problem (4.8)**

We shall solve problem (4.8) by an integral equation:
\[
\varphi(S) = 1 + \int_S^\infty (\sigma - S) \frac{\beta(\sigma)}{\alpha(\sigma)} \varphi(\sigma) d\sigma. \tag{A10}
\]

This integral equation is equivalent to the following differential equation with given end-point values:
\[
\begin{cases}
D_\sigma \varphi = \frac{\beta}{\alpha} \varphi, \\
\lim_{S \to \infty} (\varphi(S), D_\sigma \varphi(S)) = (1, 0).
\end{cases}
\]

We just need to prove that (A10) is solvable and the solution satisfies the bounds in (4.8).

To prove the existence of a solution to (A10), we shall use an iteration procedure. Set \(\varphi_0(S) = 1\). For \(j \geq 1\), define
\[
\varphi_j(S) = \int_S^\infty (\sigma - S) \frac{\beta(\sigma)}{\alpha(\sigma)} \varphi_{j-1}(\sigma) d\sigma. \tag{A11}
\]

Claim: \(0 \leq \varphi_j \leq \frac{(\varphi_0)_{\infty}}{j}\) for \(j \geq 0\).

By (3.5), \(1 \leq \varphi_j(S) \leq \varphi_j(0) < \infty\). The claim is true for \(\varphi_0\) and \(\varphi_1\). Assume that we have proved the claim for \(\varphi_0, \varphi_1, \ldots, \varphi_{j-1}\). Then
\[
D_\sigma \varphi_j(S) = -\int_S^\infty \frac{\beta(\sigma)}{\alpha(\sigma)} \varphi_{j-1}(\sigma) d\sigma \leq 0. \tag{A12}
\]
Therefore, we have
\[
\varphi_{j,1}(S) = \int_{S}^{\infty} \frac{(\alpha(\sigma))^{-1}}{\alpha(\sigma)} \varphi(\sigma)d\sigma \\
= \int_{S}^{\infty} du \int_{u}^{\infty} \frac{(\alpha(\sigma))^{-1}}{\alpha(\sigma)} \varphi_{j}(\sigma)d\sigma \\
\leq \int_{S}^{\infty} \frac{(\varphi_{j}(u))^{j}}{j!} du \int_{u}^{\infty} \frac{(\alpha(\sigma))^{-1}}{\alpha(\sigma)} d\sigma \\
= -\int_{S}^{\infty} \frac{(\varphi_{j}(u))^{j}}{j!} (D\varphi_{j})_{j} du \\
= \frac{(\varphi_{j}(S))^{j+1}}{(j+1)!}.
\]

This proves the claim.

From the claim, we can define
\[
\varphi(S) = \sum_{j=0}^{\infty} \varphi_{j}(S).
\]

It is direct to see that \( \varphi \) is a solution to (A10) and
\[
1 \leq \varphi(S) \leq \exp(\varphi_{1}(S)) \leq \exp(\varphi_{1}(0)) \leq 1,
\]
where we have used (3.5). For \( D_{S}\varphi \), (A12) implies that
\[
0 \leq -SD_{S}\varphi_{j} \leq \frac{(\varphi_{j}(S))^{j-1}}{(j-1)!} \int_{S}^{\infty} \frac{\beta(\sigma)}{\alpha(\sigma)} d\sigma.
\]

Thus, by (3.5),
\[
0 \leq -SD_{S}\varphi(S) \leq \exp(\varphi_{1}(0)) \int_{0}^{\infty} \frac{\beta(\sigma)}{\alpha(\sigma)} d\sigma \leq 1.
\]

### C Estimates on initial energy

In this appendix, we shall prove Lemma 5.4 that the initial energy \( E(0) \leq \varepsilon_{0} \). Before that, we first give a lemma on the initial data \( f_{0} = \frac{r^{2}}{3r} \) and \( (\bar{f}_{0}, \bar{f}_{i}) \) defined in (2.16).

**Lemma C.1.** Under assumptions (1.8), there hold that
\[
f_{0} \sim 1, \quad \|D_{S}f_{0}\|_{L^{\infty}} + \|\bar{f}_{i}\|_{L^{\infty}} \leq 1,
\]
\[
\left\| \frac{\bar{f}_{0}}{S} \right\|_{L^{2}} + \|D_{S}f_{0}\|_{L^{2}} + \left\| \left( D_{S}^{2} + \frac{\bar{f}_{0}}{S} D_{S} \right) \bar{f}_{0} \right\|_{H^{1}} + \|\bar{f}_{i}\|_{H^{1}} \leq \varepsilon_{0}.
\]

**Proof.** To estimate the initial data, we recall that \( r = R \) at time \( t = T = 0 \). For (A13), since \( f_{0} = \frac{r^{2}}{3r} \), \( f_{0} \sim 1 \) and \( \|D_{S}f_{0}\|_{L^{\infty}} \leq 1 \) follows from (1.8). Clearly, \( |\bar{f}_{0}| = \frac{r^{2}}{3r} |u(R)| \leq 1 \) from (1.8) and (2.9).
As for (A14), by (1.8) and (2.9) we have
\[
\|\tilde{f}\|_{L_t^q} \leq \left\| D_t^\beta \left( \frac{\tilde{u}(R)}{R} \right) \right\|_{L_t^q} + \left\| D_t^\beta \left( \frac{u(R)}{R} \right) \right\|_{L_t^q} + \left\| \frac{u(R)}{R} \right\|_{L_t^q} \\
\leq \left\| \frac{r \tilde{u}(r)e_r}{r} \right\|_{L_t^{(R_2^2)}} + \left\| \frac{r \tilde{u}(r)e_r}{r} \right\|_{L_t^{(R_2^2)}} + \left\| u(R)e_r \right\|_{L_t^{(R_2^2)}} \\
\leq \|u(R)e_r\|_{H^2(R_2^2)} \leq \varepsilon_0.
\]

For \( \tilde{f}_0 = f_0 - \tilde{f} = \frac{\rho_0}{S} - \tilde{f} \), a direct computation shows that
\[
\left\{ \begin{array}{l}
-D_t^\beta + \frac{3}{S} D_t \tilde{f}_0 + y \tilde{f}_0 + \tilde{f} - \tilde{f}_0 = - \frac{2 R}{F_0} \left( \rho_0 D_0 v_0 + \frac{\Gamma_0^2}{R^2} \right),

\lim_{S \to \infty} \frac{\tilde{f}_0}{S} = 0,
\end{array} \right.
\]
(A15)

with \( y \) defined in (2.14). Multiplying both sides by \( \tilde{f}_0 S^3 \) and integrating over \( S, (2.9), (1.8) \), and Hardy’s inequality yield that
\[
\left\| \frac{\tilde{f}_0}{S} \right\|_{L_t^q} \leq \|D_t \tilde{f}_0\|_{L_t^q} \leq \left\| S \frac{2 R}{F_0} \left( \rho_0 D_0 v_0 + \frac{\Gamma_0^2}{R^2} \right) \right\|_{L_t^q} \left\| \frac{\tilde{f}_0}{S} \right\|_{L_t^q} \\
\leq \left\| \frac{r \rho_0 \partial_r x_0 + \left( \frac{\rho_0^3}{r} \right) e_r}{L_t^{(R_2^2)}} \right\|_{L_t^q} \|D_t \tilde{f}_0\|_{L_t^q} \\
\leq \varepsilon_0 \|D_t \tilde{f}_0\|_{L_t^q}.
\]

Thus, \( \left\| \frac{\tilde{f}_0}{S} \right\|_{L_t^q} + \|D_t \tilde{f}_0\|_{L_t^q} \leq \varepsilon_0 \). Furthermore, we have from (A15) that
\[
\left\| \left( D_t^\beta + \frac{3}{S} D_t \tilde{f}_0 \right) \right\|_{L_t^q} \leq \left\| \frac{y \tilde{f}_0 + \tilde{f} - \tilde{f}_0}{\tilde{f}_0^2} \right\|_{L_t^q} + \left\| \frac{2 R}{F_0} \left( \rho_0 D_0 v_0 + \frac{\Gamma_0^2}{R^2} \right) \right\|_{L_t^q} \\
\leq \left\| S(1, D_t) \left( y \tilde{f}_0 + \frac{\tilde{f} - \tilde{f}_0}{\tilde{f}_0^2} \right) \right\|_{L_t^q} \left\| \frac{\tilde{f}_0}{S} \right\|_{L_t^q} + \left\| \frac{y \tilde{f}_0 + \tilde{f} - \tilde{f}_0}{\tilde{f}_0^2} \right\|_{L_t^q} + \|D_t \tilde{f}_0\|_{L_t^q} \\
\leq \varepsilon_0,
\]
where we have used (1.8), (2.9), and (3.2) in the last step.

Now we can prove Lemma 5.4.

**Proof of Lemma 5.4.** To bound \( \mathcal{E}[\tilde{f}] \), since
\[
\tilde{f} \mid_{T=0} = \tilde{f}_0, \quad D_T \tilde{f} \mid_{T=0} = \tilde{f}, \quad D_S \tilde{f} \mid_{T=0} = D_S \tilde{f}_0,
\]
we have from (A14) that
\[
\mathcal{E}[\tilde{f}] = \|\left( D_T \tilde{f}, D_S \tilde{f}_0 \right) \|_{L_t^q} + \left\| \beta \tilde{f} \right\|_{L_t^q} \leq \|\tilde{f}_0, D_S \tilde{f}_0\|_{L_t^q} + \|\tilde{f}_0/S\|_{L_t^q} \leq \varepsilon_0,
\]
(A16)

where we have also used the estimates on \( \beta \) in (3.4).

For \( \mathcal{E}[D_T \tilde{f}] \), recall that \( f_0 = \tilde{f} + \tilde{f}_0 \). From (5.1), we have
\[
D_S D_T \tilde{f} \mid_{T=0} = D_S \tilde{f}, \\
D_T^2 \tilde{f} \mid_{T=0} = f_0 \left( D_t^2 + \frac{2}{S} D_t \right) \tilde{f}_0 - \beta \tilde{f}_0 + \frac{1}{2 f_0} \left| \partial_r \tilde{f}_0 \right|^2 + \frac{B}{2 f_0} \left| \tilde{f}_0 \right|^2.
\]
Then the bounds (A13)–(A14) show that (as $|\tilde{f}_0| \leq |f_0| + |\tilde{f}| \leq 1$)

$$
\mathcal{E}[D_T \tilde{f}](0) = \| (D_T \tilde{f}, D_S D_T \tilde{f})(0) \|_{L^2} + \| \beta^2 D_T \tilde{f}(0) \|_{L^2} \leq \varepsilon_0. \tag{A17}
$$

We also have (using (A13)–(A14), (3.4), and $|\tilde{f}_0| \leq 1$)

$$
\| D_S D_T^2 (0) \|_{L^2} \leq \|(1, D_S) f_0 \|_{L^2} \left( \| D_S^2 \|_{L^2} + \frac{3}{S} D_S \| f_0 \|_{L^2} \right) + \| \beta \|_{L^2} \| D_S \tilde{f}_0 \|_{L^2} \tag{A18}
$$

$$
+ \left( \| D_S \|_{L^2} \| f_0 \|_{L^2} \right) \left( \| f_0 \|_{L^2} \right) + \| \tilde{f}(1, D_S) f_0 \|_{L^2} \| \tilde{f}_0 \|_{L^2} \leq \varepsilon_0.
$$

As for $\mathcal{E}[D_T^2 \tilde{f}](0)$, (5.3) implies that

$$
D_T^2 \tilde{f} |_{T=0} = f_0 \left( D_S^2 \tilde{f} + \frac{3}{S} D_S \tilde{f}_1 - \beta \tilde{f}_1 + 2 \tilde{f} \left( D_S^2 + \frac{3}{S} D_S \right) \tilde{f}_0. \right.
$$

Therefore, the bounds (A13)–(A14), (A18), and Hardy’s inequality $\| \frac{1}{S} D_S \tilde{f} \|_{L^2} \leq \| D_S \tilde{f}_0 \|_{L^2}$ yield that

$$
\mathcal{E}[D_T^2 \tilde{f}](0) = \| (D_T^2 \tilde{f}, D_S D_T^2 \tilde{f})(0) \|_{L^2} + \| \beta^2 D_T^2 \tilde{f}(0) \|_{L^2} \leq \varepsilon_0. \tag{A19}
$$

Together, (A16)–(A19) prove the lemma. \qed