Recognition of tenogenic differentiation using convolutional neural network

1 Introduction

Regenerative medicine and tissue engineering techniques utilize bone marrow mesenchymal stem cells (BMSCs) to promote the regeneration of damaged or diseased tissues and organs. BMSCs are undifferentiated cells with self-renewal potential, differentiation into several types of cells [1, 2]. Cell characterization analysis after inducing stem cell differentiation have mostly performed with antibody staining, gene expression analysis, etc. These invasive methods are time-consuming, costly, and limiting clinical translation by consuming cellular material which would be useful for cell therapy. Therefore, non-invasive methods are needed for recognition of cellular differentiation based on cell morphology in culturing state for advanced clinical outcomes [3, 4].

Deep neural networks, particularly the convolutional neural networks (CNNs), are widely applied in challenging image-based classification by extracting image features from image pixels [5]. Many applications of deep neural networks have been reported in the field of cell biology including classification of myogenic C2C12 cells at differentiation [4] and red blood cells in sickle cell anemia [6], prediction of osteogenic differentiation potential [3], classification of intracellular actin networks [7], and evaluation of human-induced pluripotent stem cell [8]. CNNs learn features from image data causing any invasion. Additionally, CNNs can serve as a rapid methodology with high performance for cell recognition [9].

The present study aimed to utilize the CNNs approach for recognition of tenogenic differentiation. BMSCs differentiation was induced using different concentrations and incubation periods of BMP-12 which has been reported to induce tendon formation and has already made some achievements in the field of tendon injuries [10]. The differentiated phenotypes of BMSCs were characterized by immunostaining of tenomodulin as a tenogenic-specific marker to create the classification groups of CNN. The CNN was trained with a large data-set of phase-contrast microscopy images from three different types of cells including chondrocytes (as non-stem cells), BMSCs and tenocytes differentiated from BMSCs. The accuracy was checked using a testing data set.
2 Materials and methods

2.1 Stem cell culture and growth factor treatment

BMSCs at passage three were cultivated for the experiments in different petri dishes with a density of approximately 3500 cells/cm². After 70-80% confluency, the BMSCs were first starved for 12 hours in DMEM supplemented with 1% FBS and then treated with 10 ng/ml or 50 ng/ml BMP-12/GDF-7 (Sigma-Aldrich) for 12, 24 and 48 hours. The cultivation period was kept in DMEM medium supplemented with 10% FBS after the BMP-12 treatments. Control group was cultured without BMP-12 treatment. The chondrocyte cell line (Promocell, Heidelberg, Germany) was chosen as a negative control and they were cultured in a similar manner without treatment.

2.2 Immunofluorescence analysis

The protein expression of biomarkers to characterize the differentiated phenotype of stem cells was analyzed by immunostaining. Briefly, the cells cultured on the cover slips were fixed with 4% formalin for 30 minutes followed by permeabilization with 0.1% Triton-X in PBS for 10 minutes. The primary antibody against tenomodulin (Tnmd) (Santa Cruz Biotechnology) was used in a dilution of 1:200. A corresponding fluorochrome-conjugated secondary antibody (Alexa-Fluor 555, Invitrogen) with a dilution of 1:250 was used to bind the primary antibody. Bisbenzimide staining was used to counter-stain the nuclei. Fluorescence images were acquired with identical exposure times using a Keyence BZ-9000 microscope with a 20X PlanFlour El NA 0.45 Ph1 objective. The fluorescence intensity was quantified using ImageJ image processing program and the results are expressed as mean fluorescence intensity. Negative control was maintained in a similar manner to detect background fluorescence and to fix the exposure time. Statistical significance was evaluated by t-test between the untreated group and each treated group using GraphPad Prism 8.0 software.

2.3 Acquisition of light microscopy images and data augmentation

The cells in all the treated groups, control and negative group were washed with phosphate-buffered saline (PBS) prior to image acquisition. The light microscopy images obtained with equal light intensity using a light microscope (Leica) with a 10X magnification in size of 1280x960 pixels. Each group contains around 120 pictures. Prior to training of the images with CNN, the data augmentation was performed in order to create more images by resizing, zooming, rotating. This approach enables the model capture more features to increase accuracy and reduce overfitting [2, 7].

2.4 Convolutional neural network

Phase-contrast images of one of the treated group (50 ng/ml, 24h), control and negative groups were divided into a training and a validation set. The CNN was built based on the VGG-16 architecture using Keras library and Tensorflow functions in Python. The original size of images was initially reduced to 64x64 pixels and then fed into the neural network. The network consists of 10 convolutional layers followed by 4 max-pooling layers, one flatten layer and 2 dense layers. Lastly, a softmax layer containing 3 neurons was applied to classify the cells into three different classes: BMSCs (Control,0), chondrocytes (Negative,1), and treated group which are tenocytes differentiated from BMSCs (Positive,2).

The rectified linear unit (ReLU) was applied as a non-linear activation function to improve the performance of a CNNs [5], as well as it is the default activation for CNNs. The function will output the input directly if it is positive (2), otherwise, it will output zero (1).

$$A(\text{net}_j) = \max(0, \text{net}_j) \begin{cases} 0, & \text{if } \text{net}_j < 0 \\ \text{net}_j, & \text{if } \text{net}_j \geq 0 \end{cases}$$ (1)

Batch normalization was adopted following each activation to enable each layer of the network to learn individually, and independently of other layers. This approach accelerates training by dramatically reducing the number of epochs and provides some regularization by reducing generalization error [11].

Categorical cross-entropy loss was implemented as a loss function to measure the performance of the model. It is a combination of softmax activation (3) and cross-entropy loss and used for multi-class classification. Softmax is frequently used in the last dense layer for multi-classification applications in CNNs.

$$s(x_i) = \frac{e^{x_i}}{\sum_{j=1}^{n} e^{x_j}}$$ (3)

where $x_i$ indicates the output from the last dense layer and n denotes the total number of components in the vector.

The softmax function, s, turns the numeric output into probabilities and normalizes them to form a probability distribution over classes. These probability values are used to compute the cross-entropy loss, as follows:

$$H = - \sum_{i} p_i \log(s(x_i))$$ (4)

where $p_i$ denotes the desired output. H is the categorical cross-entropy.
3 Results

3.1 Effects of growth factor on tenocyte differentiation

The relative fluorescence intensity was calculated by measuring integrated density using ImageJ image processing program and subtracting the mean integrated density value of negative control.
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![A. Immunofluorescence analysis for the expression of tenomodulin in a representative sample. B. Tenomodulin expression increased most significantly in the group treated with 50 ng/ml BMP-12 for 24 h.](image)

The tenomodulin expression of cells was significantly increased in the groups treated with 50 ng/ml BMP-12 for 12 hours (p=0.0351), 24 hours (p=0.0006) and 48 hours (p=0.0251), as well as with 10 ng/ml BMP-12 for 12 hours (p=0.0050) when compared with corresponding untreated control group. The cell colonies in these groups were differentiated into tenocytes. The groups treated with 10 ng/ml BMP-12 for 12 hours (p=0.0845) and 24 hours (p=0.1752) did not show any significant change (see Figure 1), meaning that the cell colonies in these two groups were kept their stem cell behaviours. The group treated with 50 ng/ml BMP-12 for 24 hours was chosen as the third class of CNN, since the cells in this group showed the most significant tenomodulin expression. The five remaining experiment group was used to examine the CNN model for prediction.

3.2 Performance of the convolutional neural network

Data augmentation enabled us to generate around 3000 more images of each class. In the end, the training data set consisted of 7500 pictures and the testing data set consisted of 1500 images. BMSCs (Control,0), chondrocytes (negative,1) and tenocytes (positive,2) were classified using softmax function.
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As presented in Figure 2, the accuracy of the trained data set achieved to 100% and the loss was minimized to 0.34. The accuracy of the trained data set was increased from 85% to 100% using the data augmentation. The accuracy of testing data was 92.2% and loss was minimized to 1. The early stop approach was implemented to avoid the overfitting of the model [11]. Training was stop after 273 epochs done in 1 hour 15 minutes. Although the accuracy of training and test data set was stabilized after 33 epochs, the training was kept until the
loss values were minimized. An experiment group consisting of 44 untrained images were used to examine the model. The accuracy was 89% meaning the 39 images predicted correct (see Table 1).

**Tab. 1:** Classification with the first experiment group. n shows the image number.

<table>
<thead>
<tr>
<th>Experiment set</th>
<th>BMSCs (n=11)</th>
<th>Chondrocytes (n=11)</th>
<th>Tenocytes (n=22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct prediction</td>
<td>10</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>Incorrect prediction</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Accuracy</td>
<td>91%</td>
<td>91%</td>
<td>86.4%</td>
</tr>
</tbody>
</table>

The phase-contrast pictures of five remaining experiment groups were used to examine the CNN whether it has learned the desired features for classification. Cells in the group treated with 50 ng/ml BMP-12 for 12 and 48 hour, as well as 10 ng/ml BMP-12 for 12 were classified as tenocytes with above 55% accuracy which is in good agreement with the results of immunofluorescence analysis. Cells in the group treated with 10 ng/ml BMP-12 for 48 hours and characterized as stem cells by immunofluorescence were classified also with CNN as stem cells with an accuracy of 70%. The group treated with 10 ng/ml BMP-12 for 24 hours was not recognized well which is in agreement with the tenomodulin expression analysis not showing any significant change with a high standard error (see Figure 1 and Table 2).

**Tab. 2:** Cell recognition examination of the convolutional neural network model. * shows cell characterization based on immunofluorescence antibody staining.

<table>
<thead>
<tr>
<th>Groups</th>
<th>BMSCs</th>
<th>Chondrocytes</th>
<th>Tenocytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 ng/ml 12h (*Tenocytes)</td>
<td>27%</td>
<td>14%</td>
<td>58%</td>
</tr>
<tr>
<td>10ng/ml 24h (*BMSCs)</td>
<td>21%</td>
<td>30%</td>
<td>49%</td>
</tr>
<tr>
<td>10 ng/ml 48h (*BMSCs)</td>
<td>70%</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>50 ng/ml 12h (*Tenocytes)</td>
<td>42%</td>
<td>0%</td>
<td>58%</td>
</tr>
<tr>
<td>50 ng/ml 48h (*Tenocytes)</td>
<td>43%</td>
<td>0%</td>
<td>57%</td>
</tr>
</tbody>
</table>

**4 Discussion**

The utilization of CNNs offer a new approach for non-invasive and label-free cell characterization method. In the present study, a new CNN model was developed and introduced to recognize tenogenic differentiation with high accuracy by classifying stem cells (BMSCs) and tenocytes (differentiated BMSCs) cells based on their morphologies. The classification pictures was completed time efficiently. Therefore, the introduced CNN model for image classification is a faster and cheaper approach compared to traditional cell characterization methods. Moreover, the usage of phase-contrast microscopy images taken directly from cell culture flasks increases the applicability of the CNN model in several laboratories.

Previous studies have reported that CNNs were applied for classification of different cells based on cellular morphology, labeled cellular proteins. Here the target was to distinguish stem cell differentiation during the culturing phase of cells which can potentially automate and improve the characterization of therapeutic stem cell populations which are currently based on conventional time-consuming, destructive assays and qualitative microscopic assessments.

We further showed that the CNN could be examined with unknown experiment groups to predict whether corresponding cells in each group are belong to stem cells or tenocytes. The results demonstrated a correlation with immunofluorescence analysis. CNN model classified the experiment groups with more than 57% accuracy, although there was no difference between the cell images which could be empirically obtained. This indicates that CNN model has tendency to learn the desired feature of cells. An application of the background removal approach could improve the performance of cell recognition.

As a conclusion, we introduced an accurate convolutional neural network to recognize cellular morphology changes due to the tenocyte differentiation process using images of label-free live cells. This model can be implemented for any other cell differentiation process in regenerative medicine. Importantly this technique provides a fast tool to identify cells during cultivation enabling the adjustment of culture conditions to improve yield of therapeutic stem cells.
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