Dislocated time sequences – deep neural network for broken bearing diagnosis

Abstract: One of the serious components to be maintained in rotating machinery including induction motors is bearings. Broken bearing diagnosis is a vital activity in maintaining electrical machines. Researchers have explored the use of machine learning for diagnostic purposes, both shallow and deep architecture. This study experimentally explores the progress of dislocated time sequences–deep neural network (DTS–DNN) used to improve multi-class broken bearing diagnosis by using public data from Case Western Reserve University. Deep architectures can be utilized with the purpose of simplifying or avoiding any traditional feature extraction process. DNN is utilized for avoiding the pooling operation in Convolution neural network that could remove important information. The obtained results were compared with the present techniques. The examination resulted in 99.42% average accuracy which is higher than the present techniques.
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1 Introduction

In many cases, electric motors are the equipment that plays a major role in making the production system function. Maintenance activities will be expensive because they can involve unprepared stoppage and harm to the production process due to equipment damage, such as induction motor damage [1].

Fault diagnosis is an important activity in maintaining electrical machines. Fault diagnosis has the capability to decrease repair costs and avoid accidents [2,3]. Capability to identify and diagnose the faults is the greatest technology in condition-based maintenance systems, especially for rotating machines [4]. One important component in an electric engine is a bearing.

Bearings are considered a vital element in an electric motor or engine [5]. Broken bearings are the foremost cause of engine damage, so diagnosing of broken bearing is vital [6,7]. Diagnosing broken bearing is able to be performed in the old-style technique or utilizing present methods by using machine learning (ML) or deep learning approaches.

The technique of diagnosing broken bearings has made utilization of ML approach. Selection of proper algorithms and influencing input variables are very important to analyze broken conditions [8,9]. ML methods have the capability of answering the problem of remote control, diagnosing the broken part, and non-linearity [10]. Some of the approaches used to be combined with ML for feature extraction are analysis of statistic [4,11], transformation signal by using Fourier method [12], time frequency transformation (wavelet) [13,14], empirical mode decomposition (EMD) [8,15,16], representation of sparse [17], and dimensionality reduction (DR) [18]. ML methods have been utilized for diagnosing purposes such as support vector machine (SVM) [19,20], Artificial neural networks [21], models of hidden Markov [22], random forest (RF) approach [4], and using method of k-nearest neighbor [23,24]. These approaches are habitually considered in approaches with un-deep architectures or shallow configurations. These shallow configuration approaches have limitations when they come to current fault diagnosis problems. The limitations include overfitting, un-convergence training, poor performance, and difficulty with nonlinear and complex functions [24].

Several approaches have been assessed by researchers for improving limitations of conventional approaches. The approach of deep learning has been broadly utilized for
diagnosing broken bearing. For example, the bearing broken at rolling elements and planetary gearboxes were diagnosed by utilizing Deep artificial neural configuration [25]. Convolution artificial neural configuration/network (CNN) is utilized to obtain the determining features to diagnose the broken condition of rotating machines [24,26,27]. Dislocated time sequences CNN (DTS–CNN) was utilized to advance CNN configuration, constructed to handle the features signals of mechanics [28]. Deep statistical analysis was used for vibration signals feature learning generated from a rotating machine [29]. The algorithm of artificial fish swarm is utilized for optimizing the determining parameters of the deep autoencoder [30]. The method of deep belief networks (DBNs) with adaptive learning by using packet of double-three complex wavelets (DTCWPT) were assessed for broken bearing diagnosis by using data from Case Western Reserve University (CWRU) [31].

For diagnosing broken bearings, deep learning still requires a transformation process to transform raw signal time domain to another domain such as frequency or wavelet. DBN with DTCWPT still requires time frequency signal input on diagnosing broken bearing from CWRU. The best accuracy achieved for 16 classes bearing faults was 95.2% [31]. DBN, CNN, and Sparse auto encoder successfully achieved accuracy of 96.87, 99.125, and 100% for 6 classes broken bearing from CWRU. Three of these methods transformed raw signal into wavelet scalogram [24]. DTS–CNN successfully diagnoses broken bearings from raw signal time domains from private datasets. The accuracy achieved by DTS–CNN is 96.32% [28].

The combined DTS–CNN approach allows CNN to excerpt the features that are continuously fed to SoftMax for classification. The result of excerpting the feature is that there is the potential for duplication (redundancy) and potential for containing useless information. It is certain that this condition will have an impact on the classifier’s performance. The other aspect that influences classifiers performance include how many input features are used [28]. The significant mistake in CNN could be caused by a pooling operation. The pooling operation also works as a destroyer (disaster) [32]. There is a possibility that location information was removed by pooling layers [33].

The state of the art (currently available approach) of broken bearing diagnosis is summarized in Table 1.

The problems to be solved in this study are: (1) feature learning problem so that deep learning could be used as end-to-end diagnosis approach to robotically learn features and diagnose fault; (2) improving the accuracy of broken bearing diagnostic problem for 16 classes data from CWRU by directly using raw signal in time domain.

Inspired by DTS–CNN, the DTS–DNN is projected for performing feature learning. Pooling operation is avoided by using DNN with the ultimate goal of improving the accuracy.

Combination of DTS–DNN is proposed as feature learning component to avoid traditional feature extraction that requires special expertise for extracting the feature. The use of time domain signal is chosen to overcome the potential broken signal due to sliding, multiple failures, and potential interference.

The novelty of this study includes the utilization of a new method (DTS–DNN) for diagnosing broken bearing and also to improve the accuracy of the existing methods that only achieved 95.5–96.32%. Combination of DTS and DNN was never used by previous researchers. In this work it is proven that DTS–DNN improved the accuracy in diagnosing bearing broken.

### Table 1: Currently available approach of broken bearing diagnosis

<table>
<thead>
<tr>
<th>Current approach</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shallow configuration of ML such</td>
<td>Shall be combined with feature extraction, for example, analysis of statistics, Fourier transformation, transformation of wavelet, EMDs, representation of sparse, and DR. Shallow configuration could not directly utilize time domain signal for diagnosing broken bearing. There are limitations such as overfitting, un-convergence training, poor performance, difficulty with nonlinear, and complex functions. Requires time frequency signal as input (wavelet). The performance (accuracy) is 95.2%. There is a significant mistake in CNN that could be caused by a pooling operation. The performance (accuracy) achieved is 96.32%. There is a possibility to improve this accuracy utilizing simpler and faster deep learning configuration (DNN).</td>
</tr>
<tr>
<td>network, SVM</td>
<td></td>
</tr>
<tr>
<td><strong>DBN (DTS–CNN)</strong></td>
<td></td>
</tr>
</tbody>
</table>
DBN with DTCWPT was used to diagnose broken bearings by using data from CWRU [31]. There are 16 broken bearing classes employed with the accuracy of 95.2%. This method requires transformation from the time domain. Transformation was performed by using DTCWPT. Compared with DBN–DTCWPT, the proposed study used the same dataset from CWRU with 16 bearing fault classes. Our proposed method did not require transformation since raw signal time domain is directly dislocated by using DTS.

DTS–CNN is used to diagnose broken bearings by using private datasets [28]. Three-dimensional (3D) CNN layers are used as feature learning. The classification is made by SoftMax. The accuracy is 96.32%. This method used the original signal in the time domain and there is no mechanism to transform it. Compared to DTS–CNN, our proposed method uses a public dataset from CWRU instead of a private dataset, hence easier to replicate and validate. One-dimensional (1D) DNN is used for feature learning. DNN avoids pooling operation and reduces the parameters.

CNN is used to diagnose broken bearing by using data from CWRU dataset [24]. There are 6 broken bearing classes used. The accuracy is 99.125%. This method requires scalogram wavelets that have an 8 × 8 scale and 10 batch size. Compared to this CNN, our proposed method uses a raw signal time domain instead of a transformed signal. The number of bearing fault classes is 16. DTS is combined with DNN in our proposed method, namely, DTS–DNN.

3 DTS and DNN

DTS is used to dislocate the input signal before the signal is used by DNN. The DTS operation is represented as follows:

\[ D(m, i) = x((0.5m(m + 1)x\ s), i), \]

where \( D \): dislocated output, \( m \): number of dislocated signal \((0, 1, 2, 3,...)\), \( i \): decimal number of 0, 1, 2, 3, ..., \((w−1)\), \( n \) or \( w \): window length, \( k \) or \( s \): dislocation step.

A detailed view of a dislocated operation is shown in Figure 1. As shown in Figure 1, the extracted signal has a length of \( w \). The main components of DTS are \( m \), \( w \), and \( s \). \( s \) is the length of the extracted signal or called window. \( m \) determines how many signals will be obtained from the original signal. \( s \) represents the dislocation step.

The DNN is used as a classifier. DNN is similar to Artificial neural configuration/network, consist of three layers: input, hidden, and output. Each layer is constructed by nodes, roughly modeled from nerve cell (neurons) in the brain. The different factors between neural networks and DNN are shown in the depth of the architectures (model). Typical DNN configuration is depicted in Figure 2.

As seen in Figure 2, the input layer is where the signal (sample) enters the DNN. The input layer has 256 elements, denoted as \( x = (\text{Input 1, Input 2, ... Input 256}) \). Each node located in a hidden layer is linked with each input over the weights (shown as lines in Figure 2). In every node, in the hidden layer, the weight products are totaled and passed over a function as activation. The hidden layers are computed by \( h^{(k)}(x) \). For the network with \( T \) hidden layers, the computation is as follows:

\[ f(x) = f[a^{(T+1)}(h^{(T)}(a^{(T)}(...(h^{(2)}(a^{(1)}(h^{(1)}(a^{(1)}(x))))))))] \]
Every pre-activation function $a^{(i)}(x)$ is typically a linear operation with a matrix $W^{(i)}$ and bias $b^{(i)}$, which are capable of being combined into a parameter $\Phi$:

$$a^{(i)}(x) = W^{(i)}x + b^{(i)},$$

$$a^{(i)}(\hat{x}) = F^{(i)}\hat{x}, t = 1,$$

$$a^{(i)}(\hat{h}(t - 1)) = F^{(i)}\hat{h}^{(t - 1)}, t > 1.$$

This “hat” denotes that the vector $x$ has been appended with $t$. Hidden-layer activation functions $h^{(i)}(x)$ often have the same form at each level, but this is not a requirement.

In this study, supervised DNN will be utilized. The input for training is a time-based signal (sample), and the output is the type of broken bearing. The SoftMax layer is considered as output layer.

4 The proposed method

The proposed method (DTS–DNN) is anticipated in order to prevent pool operations in configuration of CNN for progressing the performance on diagnosing the broken bearing. DNN has a simpler arrangement, the configuration is set as 1D rather than 2D.

This complete work idea of this study is presented in Figure 3.

4.1 Architecture

The proposal for DTS–DNN configuration is portrayed in Figure 4. The DTS is already described in Section 3. DNN configuration contains four hidden layers that have nodes of are 256, 128, 64, and 32. This configuration is obtained based on trial and error. Initially, it is started by utilizing a neural network with one hidden layer configuration. The number 256 is obtained by seeing the signal form visually, where the number 256 already represents the shape of a one-wave signal. After observing its performance, and showing an accuracy that is still crisp, the hidden layers are added. The nodes number is half the nodes number in the previous hidden layer.

The process of performance observation and addition of hidden layers continues until finally it matches the output layer of 16 nodes. The output layer denotes (presents) the broken bearing type. For the proposed configuration, dislocated layer and DNN are utilized to extract the feature. SoftMax as a classifier is located in the last layer. The last output layer represents classification of broken bearing which is 16 categories. Adjustment of the weight (training) of both DNN and classifier (SoftMax) must be performed at the same time with the expectation to obtain minimum error between classifier and label in order to obtain higher accuracy. The DTS–DNN has more advantages to be
applied for processing big data in industry because it is designed by using scheme of deep learning.

The deep learning mechanism is explained in Figure 5. The final output is calculated as per equation (3) below, where \( \beta, \gamma, \lambda \) are bias, and \( \sigma \) is the activation function. The activation function is formulated in equation (5).

\[
f_i = \sigma \left( \sum_{j=1}^{H_1} u_{ij} \sigma \left( \sum_{k=1}^{M} x_n w_{mk} + \beta_k \right) + \gamma_j \right) + \lambda_i.
\] (3)

Each class probability is provided by SoftMax function based on equation of activation function mentioned in equation (4).

\[
\text{Soft Max}(Z_i) = \frac{\exp(Z_i)}{\sum_i \exp(Z_i)},
\] (4)

where \( Z \) represents the neuron values of the last output layer. These values are divided by the entirety of exponential values in arrange to normalize and after that change over them into probability.

### 4.2 Parameters optimization

In this proposal, activation function utilizes the rectified linear units (ReLU) function. Parameters are updated by utilizing Stochastic gradient descent algorithm (SGD) as an iterative method. SGD is one of the variations on the gradient descent method. Loss function utilizes categorical cross-entropy because there is only a category that is applied for each data point. The network is trained by utilizing back-propagation.

ReLU functions are defined by mathematical equation (5).

\[
f(x) = \begin{cases} 0, & x < 0 \\ x, & x \geq 0 \end{cases}.
\] (5)

Categorical cross-entropy is a loss function that calculates the loss. With a number of datasets of \( n \) examples, the \( f_i(x) \) is a loss function with respect to the training example of index \( i \), where \( x \) is the parameter vector. The objection function (lost function) is written in equation (6).

\[
f(X) = \frac{1}{n} \sum_{i=1}^{n} f_i(X).
\] (6)

The gradient of the objective function at \( x \) is calculated by using equation (7).

\[
\nabla f(X) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(X).
\] (7)

If gradient descent is used, the computational cost for each independent variable iteration is \( \mathcal{O}(n) \), which grows linearly with \( n \). SGD reduces the computational cost at each iteration. At each iteration of SGD, an index \( i \in \{1, \ldots, n\} \) is sampled uniformly for data examples at random, and the gradient \( \nabla f_i(x) \) is computed to update \( x \) as per equation (8):

\[
X \leftarrow X - \eta \nabla f_i(X),
\] (8)

where \( \eta \) is the learning rate. Computational cost for each iteration drops from \( \mathcal{O}(n) \) of the gradient descent to the constant \( \mathcal{O}(1) \). The stochastic gradient \( \nabla f_i(x) \) is an unbiased estimate of the full gradient \( \nabla f(x) \) because

\[
E[\nabla f_i] = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(X) = \nabla f(X).
\] (9)

Validation of the SGD is shown in Figure 6. In this case, the plot shows that the model seems to have
converged. The line plots for cross-entropy show good convergence behavior, although somewhat bumpy. The model may be well configured giving no sign of over or under fitting.

5 Experimental design

Several simulations were performed by using data samples taken from CWRU that has Bearing Data Center [34]. Simulation was performed offline. These simulations utilized to verify the effectiveness of the DTS–DNN approach.

5.1 Proposed approach

The proposed method for this study is depicted in Figure 7. The steps are explained below:

1. Collect vibration signal from Bearing Data Center – CWRU. There are 16 signals representing 16 bearing conditions.
2. Organize signal. The length of each signal is 120,320 points or equivalents of 10.027 s. The signal is extracted to a sample with the length of each sample being 696 points (~0.058 s).
3. Perform dislocations for variables n, m, and k.
4. Split data to two sets: data for training and data for testing. Proportion between training and testing shall be 80:20%.
5. Feed training data to DNN model for training.
6. Feed test data to trained DNN. The accuracy measured by confusion matrix.
7. Record the accuracy of the result.
8. Validate by benchmarking using both AI (Artificial Intelligence) and Non-AI techniques.

Note: training and testing were performed over and over to evaluate the impact of n, m, and k.

5.2 Vibration data description

The test bed configuration, components, and cross section are depicted in Figure 8. The configuration contains an electric induction motor that operates in three-phase electricity, turning around sensor, and a motor’s load. The ball bearing system has structure as shown on the right side. The ball bearing system has four main parts: external race, internal race, balls, and the cage encasing the balls for settling the balls.

Broken diameters consist of 0.007, 0.0014, 0.0021, and 0.0028 inches (1 inch = 25.4 mm). The sensor has a sampling rate of 12,000 Hz. The load taken is 0 hp. Single broken point is presented to the bearing utilizing electro-discharge machining.

Table 2 presents 16 condition for rolling bearing operation. The condition includes datasets for normal bearing, ball or rolling broken element, broken internal race, and broken external race. The broken external race is divided into three categories according to the broken position relative to the stack zone: “center” (broken position in the 6.00 o’clock), “orthogonal” (broken position in the 3.00 o’clock), and “opposite” (broken position in the 12.00 o’clock). The datasets are categorized by broken size (0.007–0.0028 inches).

The dataset used is secondary data downloaded from Bearing Data Center which is widely used for benchmarking diagnostic performance of bearing faults diagnosis. There is no missing value in the data.

The data are labeled. Refer to data record, the range of diagnosable is very broad from very easily diagnosable to not diagnosable. Datasets are exhibited from stationary to very non-stationary characteristics [35].
5.3 Variation in “s,” “m,” and window

The variations in “s,” “m,” and window (data point) are depicted in Table 3. There are 24 exercises for variation in “s,” “m,” and window.

Table 2: Operation conditions of bearing

<table>
<thead>
<tr>
<th>No.</th>
<th>Operation condition</th>
<th>Broken diameter (inch)</th>
<th>External race broken orientation</th>
<th>Label of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Not broken</td>
<td>0.000″</td>
<td>—</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Ball bearing</td>
<td>0.007″</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Ball bearing</td>
<td>0.01″</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Ball bearing</td>
<td>0.021″</td>
<td>—</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Ball bearing</td>
<td>0.028″</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>Internal</td>
<td>0.007″</td>
<td>—</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Internal</td>
<td>0.014″</td>
<td>—</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>Internal</td>
<td>0.021″</td>
<td>—</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>Internal</td>
<td>0.028″</td>
<td>—</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>External</td>
<td>0.007″</td>
<td>Vertical@3:00</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>External</td>
<td>0.007″</td>
<td>Center@6:00</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>External</td>
<td>0.007″</td>
<td>Opposite@12:00</td>
<td>11</td>
</tr>
<tr>
<td>13</td>
<td>External</td>
<td>0.014″</td>
<td>Center@3:00</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>External</td>
<td>0.021″</td>
<td>Vertical@3:00</td>
<td>13</td>
</tr>
<tr>
<td>15</td>
<td>External</td>
<td>0.021″</td>
<td>Center@6:00</td>
<td>14</td>
</tr>
<tr>
<td>16</td>
<td>External</td>
<td>0.021″</td>
<td>Opposite@12:00</td>
<td>15</td>
</tr>
</tbody>
</table>

The window (w) is selected based on visual predictions of cyclical period of signal. Initial value of w is 256 based on visual observation. Visually, the cyclical period of the signal is 256. Value 248 used as a variation in 256 to anticipate actual cyclical period is little bit less than 256. Henceforth, the window value is the addition and subtraction for multiples of 64.

The initial s value is 8 based on DTS–CNN, where s = 8 produces the worst accuracy due to too much overlap [28]. The second value of s is 16 with the expectation to reduce the overlap.

5.4 Validation and benchmarking

The performance of DTS–DNN is validated using randomly repeated cross training-testing validation method with accuracy metric and benchmarked using other AI techniques and non-AI techniques. There are several AI techniques used to perform this benchmarking comparison, ranging from shallow and deep architectural techniques: support vector classifier (SVC), decision trees classifier, random forest classifier, naïve Bayes classifier, K-nearest neighbors (KNN), and DBN.

In shallow architecture, the raw signal will be transformed first into a frequency domain signal by utilizing the algorithm of Fast Fourier Transformation (FFT) before being fed to AI. These frequency domain signals are used to classify manually using non-AI techniques that were performed by using the mean of the selected frequency signal.
6 Results and discussion

This case study focuses on DTS–DNN for broken bearing diagnosis without manual feature selection.

6.1 Dislocated operation

The data used are secondary data taken from CWRU. There are 16 signals representing 16 bearing conditions. The signal length is 120,320 points, which is equal to signal length of 10.027 s. Each signal is divided into samples with a length of 696 points. This division is shown in Figure 9.

The dislocated operation or working procedure is shown in Figure 10. From Figure 10, it can be seen that the extracted signal is performed each time. Signal has a length of \( w \) or \( n \). The first extracted sample is started at point 0 (\( 0 \times s \) or \( k \)).

The next sample is extracted starting at point \( s \) (\( 1 \times s \)). Then, translate \( 2 \times s \) distance and excerpt other signals with the same length. Next translating \( 3 \times s \) distance, next \( 4 \times s \) distance, and so on. The number of translation is \( m \times s \) distance and excerpts other signals. The extracted sample is then fed to DNN for classification process.

<table>
<thead>
<tr>
<th>( s )</th>
<th>( m )</th>
<th>( \text{Window (data point)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>8</td>
<td>64</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>64</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>64</td>
</tr>
</tbody>
</table>

The value of \( m \) is determined based on the criteria that \( m \times s \) is less or multiple periods of signal. For this research, \( m \) values are 4 and 8.
6.2 Training and testing

The network was trained by using 17,536 training data and tested by using 4,480 testing data (20%). For the best candidate, it was randomly repeated 15 times. Sixteen class classification problems are solved without overfitting phenomena. The obtained accuracy result is depicted in Figure 11. The model accuracy is depicted in Figure 12.

From Figure 11, it appears that windows 248 and 256 can produce an accuracy of 100%, namely, at \( s = 16 \) \( m = 8 \) (window 248) and \( s = 8 \) \( m = 8 \) (window 256). Narrowing (128, 64) and widening (320) of the window does not improve accuracy. It means that cyclical period of vibration signal is close or near to 248 and 256. It took approximately 0.02 s. A shortening or narrowing window will not capture all information in a cyclical period, while widening the window will mix information among cyclical periods.

The best combination is window 248, with \( s = 16 \) and \( m = 8 \). The performance test is carried out by using 15 random splits of training and test data, by using the same parameter window, \( w = 248 \), with \( s = 16 \) and \( m = 8 \). On average, the accuracy is 0.9942 with a standard deviation of 0.0149.
The performance of DTS–DNN is measured by using a confusion matrix. Confusion matrix for the good and worst performance is shown in Figures 13 and 14, respectively.

DTS–DNN performs well (99.4% average accuracy). DTS–DNN performs as a classifier at raw signal level that utilizes raw signals as the feed/input directly. Additional process for extracting features as the feeding to classifier is not required. The whole data of the signal was kept. The features could be learned automatically and directly by the model, without any human intervention.

6.3 Comparison with other AI techniques

Comparisons were performed by using shallow AI /ML technique based on frequency domain that produced better accuracy than time domain. The dislocated samples are transformed to frequency domain, and then fed to shallow AI which are SVC linear, decision tree, RF, naïve Bayes, and KNN. The comparison is presented in Figure 15. The DTS–DNN is still competitive comparing to shallow AI/ML.

The proposed method is also compared by using the same experimental database on deep learning methods. This experiment utilized the same database used by Shao et al. [31] that came from CWRU’s Bearing Data Center. Both these experiments and Shao used the same number of bearing fault classes (16 classes).

6.3.1 Table 4: Bearing operation conditions

<table>
<thead>
<tr>
<th>Items</th>
<th>Shao (DBN)</th>
<th>Proposed (DTS–DNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>CWRU</td>
<td>CWRU</td>
</tr>
<tr>
<td>Raw data</td>
<td>Vibration</td>
<td>Vibration</td>
</tr>
<tr>
<td>Input</td>
<td>Time–frequency</td>
<td>Time based</td>
</tr>
<tr>
<td>Deep learning</td>
<td>DBN</td>
<td>DNN</td>
</tr>
<tr>
<td>Classes</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Accuracy</td>
<td>95.22%</td>
<td>99.42%</td>
</tr>
</tbody>
</table>
Compared to shallow AI architecture and DBN as deep learning, the benefit of DTS–DNN is the capability to utilize time domain raw signal without any conversion or transformation to other signals such as frequency domain or wavelet-based. This DTS–DNN can overcome CNN’s weakness, which is the pool operation which can eliminate information. While in DNN, every node is configured to be connected, and all information are still available (no information is lost).

**Figure 16:** Time domain signal (normal bearing).

**Figure 17:** Frequency domain signal (normal bearing).

**Figure 18:** Frequency domain signal (broken ball).

**Figure 19:** Frequency domain signal (broken internal race).

**Figure 20:** Frequency domain signal (broken external race).

**Figure 21:** Accuracy for each broken bearing (bearing fault) type.

**Table 5:** Comparison of accuracy with non-AI technique

<table>
<thead>
<tr>
<th>Items</th>
<th>Non-AI</th>
<th>Proposed (DTS–DNN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>CWRU</td>
<td>CWRU</td>
</tr>
<tr>
<td>Raw data</td>
<td>Vibration</td>
<td>Vibration</td>
</tr>
<tr>
<td>Input</td>
<td>Frequency</td>
<td>Time based</td>
</tr>
<tr>
<td>Classes</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Accuracy</td>
<td>25.3%</td>
<td>99.42%</td>
</tr>
</tbody>
</table>
The comparison to DBN with DTCWPT is depicted in Table 4 [31].

6.4 Comparison with non-AI techniques

Validation is done by using the frequency domain signal. Time-based signal is first transformed into a frequency-based signal by using FFT. Figure 16 depicts an example of the original time domain signal that is similar to the signal used by DTS–DNN. The transformed result is shown in Figure 17.

The example of frequency domain signal for broken ball component, broken internal race, and broken external race are depicted in Figures 18–20.

Classification for non-AI was performed manually by using the mean of selected frequency. The result is shown in Table 5, and it is not competitive with AI techniques. The non-AI shall involve proper domain or subject matter expert for better result.

The accuracy for each broken bearing type is shown in Figure 21. This result is aligned with study results performed by Smith that the data for broken bearing extended from exceptionally simple diagnosable to not diagnosable. This result supports the need for developing better methods such as DTS–DNN.

7 Conclusion

Proposed method (DTS–DNN) has been offered to diagnose broken bearing of electric induction motor and produce higher accuracy (99.4% average accuracy). DTS–DNN becomes a promising alternative for broken bearing diagnosis by using raw signals directly without any human-crafted features. The overfitting could be mitigated because every node in the hidden layer is connected to each input through the weights. The cyclical period of the signal used in this research is approximately 0.02 s. Window sampling (k) should be chosen appropriately, and close to a cyclical period of signal to have a better result.

8 Recommendation

DTS–DNN is a potential method that could be utilized in other applications, not only for processing vibration signals. For future work, authors recommend to assess the possibility of implementation of DTS-DNN in other types of electrical motor and other rotating/moving machine, and also, to assess the possibility to utilize DTS–DNN in other similar signals such as electrocardiogram.
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