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Abstract: This study examines rainfall forecasting for the Perfume (Huong) River basin using the machine learning method. To be precise, statistical measurement indicators are deployed to evaluate the reliability of the actual accumulated data. At the same time, this study applied and compared two popular models of multi-layer perceptron and the k-nearest neighbors (k-NN) with different configurations. The calculated rainfall data are obtained from the Hue, Alloi, and Namdong hydrological stations, where the rainfall demonstrated a giant impact on the downstream from 1980 to 2018. This study result shows that both models, once fine-tuned properly, enjoyed the performance with standard metrics of R_squared, mean absolute error, Nash–Sutcliffe efficiency, and root-mean-square error. In particular, once Adam stochastic is deployed, the implementation of the MLP model is significantly improving. The promising forecast results encourage us to consider applying these models with future data to help natural disaster non-stop mitigation in the Perfume River basin.
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1 Introduction

Global climate change has extreme effects on the annual volume and pattern of rainfall. It is also the main cause of several droughts and floods worldwide. This situation has negatively impacted people, such as farmers, peasants, and agriculturists, whose livelihood depends on regular rainfall [1–3]. These points indicate that the desirability of highly accurate rainfall forecasting is now an urgent situation. Therefore, several studies have proposed several prediction methods of hydrological processes for forecasting soil temperature with neural networks and machine learning methods for rain runoff prediction, forecasting water flow, semi-arid precipitation forecast, and drought prediction [4–9]. In addition, recently several studies have applied machine learning methods to predict the quality of dykes, water quality in rivers, and the amount of sludge in wastewater treatment plants [10–12].

The MLP and k-nearest neighbors (k-NN) that the models conduct for supervised learning techniques in classification math are mentioned [13,14]. Classification math is divided into three processes: collecting the input training data set, using the test data set to check the classification accuracy, and deploying the classifier to categorize the new data [15]. Its abilities identify the relationships of the high complexity of input and output variables without realizing the natural physical processes [16–22]. Specific functions of the k-NN model’s salient features are the non-parametric approach and the most straightforward in both regression and classification functions [23–25]. In addition, the main advantages of
k-NN can be listed as fast calculation time, a simple algorithm, easy to interpret, useful for regression and classification, high accuracy, no assumptions about data, no need to make additional assumptions and adjust some parameters or build a model [26–28]. Meanwhile, the MLP provides reliable regression and classification for the neural networks, which involves data entry from the input units and passes through the network to output units. Its hierarchy includes an input layer and one or more invisible layers of computational nodes and an output layer of computational nodes [29–31]. The MLP model integrates with the backpropagation algorithm [32].

Therefore, several studies on rainfall forecasts had been published using the models. Dash et al. [33] applied the k-NN model to predict the rainfall season of the summer monsoon (June–September) and post-monsoon (from October to December) for 4 years (from 2011 to 2016) in Kerala state of Indian Peninsula. The study concluded that k-NN has been carried out reasonably well. Wu et al. [34] used the k-NN model to forecast rain from February to April every year at 18 major hydrological stations in the Southeastern Mediterranean region. The results indicated that k-NN model well narrowed the gap between the global and the coarse forecasts models for the Southeastern Mediterranean region. Vallam and Qin [35] developed a k-NN model to test predicted long-term rainfall simulation in Singapore over 30 years. The results showed that the k-NN model is satisfactory when forecasts were conducted in the wet seasons. Moreover, the model could repeat the values closely of extreme rainfall. Zhang et al. [36] used the MLP model to predict the annual and non-monsoon rainfall prediction in Odisha, India. The results indicated that MLP was more accurate when using the model for the rest of the eight non-monsoon months in future rainfall prediction. Zahmatkesh and Goharian [37] used the MLP model to predict long lead monthly rainfall forecast from 1925 to 2016 in Vancouver, British Columbia, Canada. The research pointed out that the model with the best forecasting performance is selected to forecast rainfall 1 month ahead of time.

The perfume River basin in Thua Thien Hue Province is a vulnerable place, sensitive to natural disasters and the impact of climate change. Therefore, this area needs many types of forecasting related to natural disasters. Toward rainfall prediction for the Perfume River basin will be deployed by Machine Learning based on the Python platform. Even though the first-time study methodology is applied, this study result may contribute to making more accurate predictions and supplying a new method for rainfall forecast in this basin. This study proposes two MLP and k-NN models with four configurations: Adam, L-BFGS methods, Euclidean, and Minkowski distance metrics predict rainfall in the Perfume River basin, respectively. These models are also deployed to compare each other to find the most optimal model. Several accurate measurement parameters such as R_squared, Nash–Sutcliffe efficiency (NSE), root-mean-square error (RMSE), and mean absolute error (MAE) are used to evaluate the accuracy levels of the proposed models. In addition, statistical measurement indicators (the percentage, the average, minimum and maximum values, standard deviation (St Dev), coefficient of variation (Cv) are applied to evaluate the reliability of the actual accumulated data.

The rest of the paper is structured as follows: Section 2 describes the methodology and study area, Section 3 evaluates the study data and analyzes the study results, Section 4 discusses the study approaches and limitations, and Section 5 presents the conclusion.

2 Methodology, study area, and data collection

2.1 Methodology

2.1.1 Multi-layer perceptron

The MLP model is considered a typical representative. It includes an input layer, an output layer, and many hidden layers in between; all the nodes in the hidden layers and the output layer are named as neurons. The strength of the signal transmitting from one node to the others depends on the connection weight of the interconnections. Hidden layers improve the network's ability to complex functions of the model [38,39], appurtenant to a lot of the training process. The training principle for the MLP model is using a variety of backpropagation algorithms. Training is a process of adjusting the weights and bias connections and calculating the errors caused by the network. In the training process, the differences between the desired with actual responses that the output layer of the training process fit the best-desired output [40]. During training of neurons, the activation function is applied to this training process and the rectified linear unit (ReLU) is used for the activation function. ReLU does training for machine learning networks [41,42]. Due to ReLU convergence and gradient calculation almost instantly, ReLU solves explosion and the disappearance of gradients,
maintaining a steady-state convergence rate as well [43]. In addition, the ReLU function is simple and effective for rainfall prediction [44]. For popular forecasts, the Adam or Limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) method applies for a stochastic optimizer [45,46].

The specific characteristics of ReLU function, Adam, and L-BFGS methods are explained in detail.

The ReLU function is illustrated in Figure 1, and ReLU is described as follows:

\[ f(x) = \max(0, x). \] (1)

Equation (1) indicates that \( f(x) = 0 \) when \( x < 0 \) and \( f(x) = 1 \) when \( x \geq 0 \).

L-BFGS is an algorithm of optimization of the quasi-Newton methods. It applies to the estimation of parameters in Machine Learning [47,48]. L-BFGS was performed as an estimate of the Hessian matrix of inversion; the purpose of steer is to search through variable space. Due to its requiring linear memory, the L-BFGS method is particularly suitable for optimization problems with multiple variables [49,50].

Adam is derived from the estimation of the adaptive moment. The Adam method is applied for efficient stochastic optimization. It only requires a small memory for the first-order gradiene; it calculates the learning rates for different parameters from approximate for the first and second moments of the gradients. The method has several advantages of deep neural networks as follows. The parameter amplitude updates do not change the gradient scale, do not need the stationary objective, and the step-sizes approximate bounded by the step-sizes of hyper-parameter. At the same time, it carries out with sparse gradients and naturally works in the form of step-size annealing.

In this study, Figure 2 describes the structural MLP that input layer has 12 input nodes from \( a_1 \) to \( a_{12} \) (which are also 12 months of the year), one neuron of the output layer has represented the values of rainfall. There are three hidden layers: the first hidden layer contains neurons from \( H_{11} \) to \( H_{112} \), the second one is from \( H_{21} \) to \( H_{212} \), and the last one is from \( H_{31} \) to \( H_{312} \). Each neuron of the hidden layer and the output layer has a corresponding weight and bias, as \( W_{11}(2), B_{1}(1) \) and \( W_{12}(2), B_{2}(2) \) are the weight and bias to correspond for neuron \( H_{11} \) and neuron \( H_{12} \), respectively, so on. Each neuron of the hidden layers takes the output from all neurons of the previous layers and converts these values with a weighted linear sum into the output layer, where \( n \) is the number of neurons of class and corresponds to the component of the vector weights. The output class gets the values from the last hidden layer. The ReLU function is the activation function for three hidden layers. Adam and L-BFGS methods are two stochastic optimizations to the solver of weight optimization, and using these two methods, rainfall prediction of three station areas is compared. The training method for MLP is regression.

2.1.2 k-NN

The k-NN is the layer model for objects and locates on the nearest distance between the objects (query point) layer...
and remained objects in the training data. The k-NN algorithm is considered an easy learning algorithm and a simple implementation [49]. The response values are calculated as a weighted sum of the whole k neighbors when the k-NN model carries out the regression method. The weight is inversely proportional to the distance from the input record. This distance is called the Minkowski distance. Wilson and Martinez [51] defined the Minkowski distance of order \( p \) \((p\) is an integer\) between two vectors \( X, Y \) as follows:

\[
M(X, Y) = \left( \sum_{i=1}^{n} |x_i - y_i|^p \right)^{1/p},
\]

where \( x_i \) is the \( i \)th value in the vector \( X = \sum_{i=1}^{n} x_i \) and \( y_i \) is the \( i \)th value in the vector \( Y = \sum_{i=1}^{n} y_i \); there are numeric input variables, while \( n \) is the number of input variables. In this study, the \( p \) values in equation (2) will be \( p = 2 \) and \( p = \infty \), which are Euclidean and Minkowski distance metrics, respectively. Our purpose is to find the best model for rainfall prediction at three station areas; the results of the study compares k-NN classification error rates by using Euclidean distance versus Minkowski distance. To break the relation between different classes that we continuously decrease the neighbor size, ultimately classifying by just the \( k = 3 \) nearest neighbors.

After selecting the value of \( k \), a prediction is an average over the outcomes for k-NN, and equation (3) is as follows [28]:

\[
\theta = \frac{1}{k} \sum_{i=1}^{k} o_i,
\]

where \( o_i \) is the \( i \)th value in the vector \( \theta \) and \( o \) is the number of output variables.

### 2.1.3 Accuracy measurements

Forecasting data will be calculated and compared with actual data to accurately evaluate the forecasted values.
The metrics that calculate the forecast accuracy include the MAE, the RMSE, and the R_squared. The error metrics are as follows:

\[
\text{MAE} = \frac{1}{n} \sum_{t=1}^{n} |x_{f,t} - x_{a,t}|,
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{n} (x_{f,t} - x_{a,t})^2}{n}},
\]

\[
\text{R \text{\_squared}} = 1 - \frac{\sum_{t=1}^{n} (x_{a,t} - x_{f,t})^2}{\sum_{t=1}^{n} (x_{a,t} - \bar{x})^2},
\]

\[
\text{NSE} = 1 - \frac{\sum_{t=1}^{n} (x_{a,t} - x_{f,t})^2}{\sum_{t=1}^{n} (x_{a,t} - \bar{x})^2},
\]

where \(x_{f,t}\) and \(x_{a,t}\) are the forecast value and actual value in the period time \(t\), respectively, \(\bar{x}\) is mean of the observed value, and \(n\) is the number of the observed values in the testing data. The forecasting study accuracy is conducted by the R_squared, NSE, and the error indicators (MAE, RMSE). The R_squared and NSE should be approaching up to 1 to indicate strong model performance, and the error indicators should be as close to zero as possible. Based on these error indicators, the best prediction model for each station area is chosen.

Thus, the methodology of this paper is summarized in Figure 3. The data in Figure 3 describe a flowchart illustrating the experiment steps for this study.

### 2.2 Study area

#### 2.2.1 Brief of geography

Thua Thien Hue Province belongs to the North Central Coast Region of Vietnam. The province containing the largest basin is the Perfume River basin (see Figure 4), which is located between the North of Bach Ma mountain and the East of Truong Son range, its area is about 2,830 km\(^2\), the altitude ranging from 200 m to 1,708 m, and the average slope ranging from 15 to 35\(^\circ\). Its main

<table>
<thead>
<tr>
<th>Station</th>
<th>Location</th>
<th>Earliest record year</th>
<th>Latest record year</th>
<th>Numbers of month</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hue</td>
<td>Hue city</td>
<td>1980</td>
<td>2018</td>
<td>468</td>
</tr>
<tr>
<td>Aluoi</td>
<td>Aluoi district</td>
<td>1980</td>
<td>2018</td>
<td>468</td>
</tr>
<tr>
<td>Namdong</td>
<td>Namdong district</td>
<td>1980</td>
<td>2018</td>
<td>468</td>
</tr>
</tbody>
</table>
branches originate from the high areas of Bach Ma mountain, flow from South to North about 104 km. At the same time, the basin has three relatively sub-drainage basins: Huu Trach branch (a catchment range of 691 km² with 70 km long), Ta Trach branch (a catchment range of 729 km² with 51 km long), and Bo River (a drainage basin of 938 km² with 94 km long). Perfume River basin has the highest rainfall in Vietnam. Annually, the dry season runs from March to August in this basin, and the rough often from the end of July to the end of August. Especially, hurricane season starts in September and finishes in December. The average precipitation in Hue, Aluoi, and Namdong areas is about 2,850, 3,500, and 3,200 mm, respectively (see Figure 5(a)–(b)). The basin topography has not transitional areas from the upstream of the mountain down to the plain and the lagoon system. Hence, this morphology mainly causes high runoff upstream and large floods downstream during the rainy season.

In addition, the black square dots in Figure 4 point out the Hue, Aluoi, Namdong hydrological stations. The areas signify various climatic characteristics. The precipitation of three hydrological stations is a key to flood or drought seasons in the downstream. Therefore, the obtained rainfall data are crucially important in this study.

2.3 Data collection

The annual statistical report by Thua Thien Hue Centre for Hydro-Meteorological Forecasting provided the monthly rainfall data of Hue, Aluoi, and Namdong hydrological stations. The data are also checked with the annual statistical report of Thua Thien Hue Province. This preliminary data evaluation process is crucial for the study input. Table 1 shows the features of the data deployed in this study.

Table 2: Statistical characteristics of monthly precipitation data

<table>
<thead>
<tr>
<th>Station</th>
<th>Min</th>
<th>Max</th>
<th>Percentage</th>
<th>Average (mm)</th>
<th>St Dev</th>
<th>Cv (%)</th>
<th>Min (mm)</th>
<th>Max (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hue</td>
<td>20</td>
<td>314</td>
<td>50.6</td>
<td>788.3</td>
<td>46.7</td>
<td>451</td>
<td>48</td>
<td>106</td>
</tr>
<tr>
<td>Aluoi</td>
<td>21</td>
<td>275</td>
<td>68.2</td>
<td>912.4</td>
<td>68.2</td>
<td>912.4</td>
<td>31</td>
<td>89</td>
</tr>
<tr>
<td>Namdong</td>
<td>20</td>
<td>293</td>
<td>66.2</td>
<td>974.0</td>
<td>50</td>
<td>681.1</td>
<td>43</td>
<td>76</td>
</tr>
</tbody>
</table>

Table 3: MLP basic component

<table>
<thead>
<tr>
<th>Item</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of inputs</td>
<td>12</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>3</td>
</tr>
<tr>
<td>Hidden layer sizes</td>
<td>12/12/12</td>
</tr>
<tr>
<td>Number of outputs</td>
<td>1</td>
</tr>
<tr>
<td>Learning rate init</td>
<td>0.001</td>
</tr>
<tr>
<td>Iter no change</td>
<td>10</td>
</tr>
<tr>
<td>Beta 1</td>
<td>0.9</td>
</tr>
<tr>
<td>Validation_fraction</td>
<td>0.1</td>
</tr>
<tr>
<td>Alpha</td>
<td>0.0001</td>
</tr>
<tr>
<td>Max_iter</td>
<td>10000</td>
</tr>
<tr>
<td>Power_t</td>
<td>0.5</td>
</tr>
<tr>
<td>Beta 2</td>
<td>0.999</td>
</tr>
<tr>
<td>Solver</td>
<td>Adam, L-BFGS</td>
</tr>
</tbody>
</table>

3 Results

3.1 The rainfall forecasting of the MLP model

After many experiments to find the optimal MLP model with two methods of Adam and L-BFGS, the study found the optimal model with the values of the core parameters that are listed in Table 3.

The results of the simulation by the MLP model with Adam and L-BFGS stochastic optimizations is shown in Figure 6. The line charts in Figure 6(a)–(c) are relatively good fitness between trained data and tested data for series of the observed monthly rainfall: the percentage, average, minimum and maximum values, St Dev, and Cv.

Dataset included 468 rainfall months from January 1980 to December 2018. In this study, the dataset from January 1980 to December 2003 of the hydrological stations is used for the training phase, and the dataset from January 2004 to December 2018 is applied for the test phase.
MLP models with Adam and L-BFGS stochastic optimizations. The difference between the two stochastic optimizations of the three hydrological stations is hardly distinguished by the figures. Hence, the accuracy parameters are provided in higher detail in the data in Table 4.

The data in Table 4 compares the two methods of Adam and L-BFGS stochastic optimizations. Results from the statistics show that these three hydrological stations have more accurate values when using the Adam method. The results show that the best model is Hue with R-squared = 0.999, NSE = 0.998, MAE = 7.81, and RMSE = 9.85, and the third-best model is Namdong hydrological station with R-squared = 0.986, NSE = 0.996, MAE = 14.37, and RMSE = 17.18.

3.2 The rainfall forecasting of the k-NN model

The parameters in Table 5 give optimal values for the k-NN model with distance metrics $p = [2, \infty)$. These values are obtained after many experiments to get the optimal model.
The data in Figure 7 show the $k$-NN for rainfall forecasting to apply distance metric with $p = 2$ and $p = \infty$ in Hue, Namdong, and Aluoi hydrological stations. Figure 7(b) and (c) indicates that the rainfall prediction and actual rainfall are a very close relationship; moreover, there are no significant differences. Because the two graphs above are difficult to distinguish the best optimal distance metric, the data in Table 6 is provided to evaluate the best method. Figure 7(a) shows that the $k$-NN with $p = \infty$ is the best forecast for rainfall at Hue hydrological station; moreover, the prediction and actual data are very rigid. Meanwhile, the relationship between expected and actual rainfall of the values of $p = 2$ is loose-fitting.

The data in Table 6 show the value of prediction errors of the $R^2$, NSE, MAE, and RMSE. These data were collected from the analysis of the rainfall prediction of the three hydrological stations using the $k$-NN model with distance metrics of $p = 2$ and $p = \infty$. At the same time, the result of the analysis indicated that the value of the forecast errors at the Hue station with $p = \infty$ is the lowest, and the second-lowest is the Aluoi station with $p = 2$. On the other hand, the value of forecast errors for the Namdong station with $p = 2$ is the highest. $R^2$, NSE, MAE, and RMSE of the best model for the Hue, Aluoi, and Namdong hydrological station are 0.993, 0.998, 16.39, and 27.70; 0.987, 0.996, 19.05, 29.36; and 0.983, 0.992, 21.67, 61.88, respectively.

### 3.3 Comparison and analysis of simulation results between the MLP model and the $k$-NN model

The models of MLP and $k$-NN are carried out to assess rainfall during the 1980 to 2018 period in Thua Thien Hue Province. The line chart of Figure 8 summarizes the best rainfall projections at Hue, Aluoi, and Namdong hydrological stations after using the methods of distance metric and stochastic optimization for both the $k$-NN and MPL models.

Figure 9 and Table 7 show that the average $R^2$ and NSE indicators of the two models are from 0.987 to 0.997, which proves that simulation results in a highly...
accurate forecast when compared with true data together. At the same time, the average error indicators of the MLP and k-NN models fluctuate from 8.38 to 39.65, in which the average values of MAE, RMSE parameters of the k-NN, and MLP models are 19.04, 8.38 and 39.45, 10.47, respectively, which mean that the indicators are fitness values for both the rainfall training data and the rainfall forecasting data.

In addition, Figure 10 shows a comparison between the predicted values of precipitation rainfall and the actual values of precipitation in the training and testing Figure 7:

The actual and predicted rainfall forecasting based on the k-NN model with $p = 2$ and $p = \infty$ at (a) Hue hydrological station, (b) Aluoi hydrological station, and (c) Namdong hydrological station.

Table 6: Accuracy parameters for rainfall prediction used k-NN models at the three hydrological stations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Hue $p = 2$</th>
<th>Hue $p = \infty$</th>
<th>Average</th>
<th>Namdong $p = 2$</th>
<th>Namdong $p = \infty$</th>
<th>Average</th>
<th>Aluoi $p = 2$</th>
<th>Aluoi $p = \infty$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{\text{squared}}$</td>
<td>0.982</td>
<td>0.993</td>
<td>0.985</td>
<td>0.983</td>
<td>0.981</td>
<td>0.982</td>
<td>0.979</td>
<td>0.979</td>
<td>0.982</td>
</tr>
<tr>
<td>NSE</td>
<td>0.996</td>
<td>0.998</td>
<td>0.997</td>
<td>0.992</td>
<td>0.991</td>
<td>0.992</td>
<td>0.994</td>
<td>0.994</td>
<td>0.995</td>
</tr>
<tr>
<td>RMSE</td>
<td>43.62</td>
<td>27.70</td>
<td>35.66</td>
<td>61.88</td>
<td>76.21</td>
<td>69.045</td>
<td>29.36</td>
<td>44.78</td>
<td>37.07</td>
</tr>
</tbody>
</table>
Figure 8: The best forecast of precipitation when using k-NN and MLP models.

Figure 9: The best forecast of precipitation when using k-NN and MLP models at the (a) Hue, (b) Aluoi, and (c) Namdong hydrological stations.
periods and the correlation coefficient for the best k-NN model and MLP prediction model. The MLP method is more exact in the provision of the correlation coefficient.

4 Discussion

The result of simulating rainfall by MLP and k-NN models using four different configurations showed the following findings. Two models obtained the best performance and reliability for rainfall prediction; moreover, the forecast values compared to the actual parameters achieved high accuracy, where the R_squared and NSE values were higher than 0.979. At the same time, the RMSE values were lower than 76.21. The MLP model with the Adam optimization method gave the best accuracy for rainfall prediction to compare with the rest methods.

The study is conducted to predict a time series of annual rainfall from 1980 to 2018 in three hydrological stations: Hue station is located downstream and Aluoi and Namdong are located upstream.

However, several recent rainfall studies have incorporated rainfall and some effects on precipitation. The research of Choubin et al. [52] evaluated factors that may influence fall rain forecast in Kerman Province, Iran, which consisted of large-scale oceanic and atmospheric information. Hence, the combination between these factors and accumulated rainfall data has given high accuracy for the forecast of autumn rainfall. Rainfall data have non-linear variation. Therefore, Choubin et al. [53] deployed the data normalization method for the rainfall study at the Maharlu-Bakhtegan basin, Iran. And the results indicated that the MLP model using data after normalization have resulted in a lower RMSE than the RMSE of this study. In addition, the studies by

<table>
<thead>
<tr>
<th>Parameter</th>
<th>k-NN</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hue p = ∞</td>
<td>0.993</td>
<td>0.999</td>
</tr>
<tr>
<td>Namdong p = 2</td>
<td>0.983</td>
<td>0.986</td>
</tr>
<tr>
<td>Aluoi p = 2</td>
<td>0.987</td>
<td>0.991</td>
</tr>
<tr>
<td>Average</td>
<td>0.988</td>
<td>0.992</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>k-NN</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hue Adam</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>Namdong Adam</td>
<td>0.996</td>
<td>0.995</td>
</tr>
<tr>
<td>Aluoi Adam</td>
<td>0.995</td>
<td>0.988</td>
</tr>
<tr>
<td>Average</td>
<td>0.995</td>
<td>0.997</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>k-NN</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>16.39</td>
<td>2.97</td>
</tr>
<tr>
<td></td>
<td>21.67</td>
<td>14.37</td>
</tr>
<tr>
<td></td>
<td>19.05</td>
<td>7.81</td>
</tr>
<tr>
<td></td>
<td>19.04</td>
<td>8.38</td>
</tr>
<tr>
<td>Average</td>
<td>19.65</td>
<td>8.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>k-NN</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>27.7</td>
<td>4.38</td>
</tr>
<tr>
<td></td>
<td>61.88</td>
<td>17.18</td>
</tr>
<tr>
<td></td>
<td>29.36</td>
<td>9.85</td>
</tr>
<tr>
<td></td>
<td>39.65</td>
<td>10.47</td>
</tr>
<tr>
<td>Average</td>
<td>35.46</td>
<td>9.85</td>
</tr>
</tbody>
</table>

Table 7: The best accuracy parameters for rainfall prediction used k-NN and MLP models at the three hydrological stations

Figure 10: The best performance R_squared of MLP and k-NN terms of the correlation coefficient for Thua Thien Hue Province in (c), (d) Hue hydrological station, (b), (e) Namdong hydrological station, and (a), (f) Aluoi hydrological station.
Najafzadeh et al. [54,55] have used some models such as neuro-fuzzy group method of data handling (NF-GMDH) based on self-organized models and group method of data handling gene-expression programming (GMDH-GEP) model to forecast bridge pier scour depth under debris flow effects and free span expansion rates below pipelines under waves, respectively. Research results have shown that the RMSE index of these two models is also smaller than the RMSE value of this study.

Even though the precipitation at three hydrological stations has a seasonal variation with different complexity, applying these two models with four configurations has achieved high-reliability results. Hence, it can be used for rainfall forecasting for other regions in Vietnam. In addition, the study results are also a utility reference channel for the province authority to develop short-term plans for natural disaster mitigation.

5 Conclusion

This study performs the predicted precipitation of the Perfume River basin. This study also indicated that the MLP model is more accurate than the k-NN model. The measured rainfall was collected from three hydrological stations at the Hue, Namdong, and ALuoi areas of the province from 1980 to 2018. The dataset is separated using time-based criteria: training data (1980–2003) and test data (2004–2018). The results demonstrate that the effectiveness of the models for the core parameters has been mentioned earlier. In addition, this study result may help the Thua Thien Hue government formulate short-term plans of natural disasters to mitigate for the basin.
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