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Abstract: The Covid-19 pandemic is forcing organizations to innovate and change their strategies for a new reality. This study collects online learning related tweets in Arabic language to perform a comprehensive emotion mining and sentiment analysis (SA) during the pandemic. The present study exploits Natural Language Processing (NLP) and Machine Learning (ML) algorithms to extract subjective information, determine polarity and detect the feeling. We begin with pulling out the tweets using Twitter APIs and then preparing for intensive preprocessing. Second, the National Research Council Canada (NRC) Word-Emotion Lexicon was examined to calculate the presence of the eight emotions at their emotional weight. Third, Information Gain (IG) is used as a filtering technique. Fourth, the latent reasons behind the negative sentiments were recognized and analyzed. Finally, different classification algorithms including Naïve Bayes (NB), Multinomial Naïve Bayes (MNB), K Nearest Neighbor (KNN), Logistic Regression (LR), and Support Vector Machine (SVM) were examined. The experiments reveal that the proposed model performs well in analyzing the perception of people about coronavirus with a maximum accuracy of about 89.6% using SVM classifier. From a practical perspective, the method could be generalized to other topical domains, such as public health monitoring and crisis management. It would help public health officials identify the progression and peaks of concerns for a disease in space and time, which enables the implementation of appropriate preventive actions to mitigate these diseases.
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1 Introduction

Covid-19 has affected everyone’s daily lives. It becomes one of the trending topics on Twitter since January 2020 and has continued to be discussed to date. The contingency assessments of public health officials and other agencies such as the World Health Organization (WHO) advised social distancing as a primary precautionary measure to mitigate the pandemic [1]. Under such a disruption, educational sectors over the globe have been hardly hit by the outbreak of the pandemic, which has led to profound changes in the educational deliveries. As a response to this, Internet and online courses become the best solution [2, 3]. But shifting from physical classrooms to online ones has not been without problems. Some challenges faced by online teaching platforms proposed by [4]. Thus, there is a critical need for practice-ready studies about distance learning so that authorities can make data-driven decision making from the insights of social media sentiment mining in real-time.

Sentiment Analysis (SA) is a classification process that identifies the opinions and emotions of users through the written contents [5, 6]. Researchers have mainly studied SA at three levels; 1) Document-level SA
aims to classify a textual review, which is given on a single topic, as expressing positive or negative sentiment. 2) Sentence-level SA reflects the sentiment polarity of a single sentence. 3) Aspect-level SA is designed to solve the problem when multiple aspects show up in a complex sentence [7]. It needs to discover all aspects involved in the text and then perform SA for each aspect [8].

SA approaches can be classified into 1) Machine Learning (ML) approach, 2) Lexicon-Based approach and 3) Hybrid approach [9]. The first can be categorized into supervised learning that requires labeled data, unsupervised learning which reduces the need for using expounded trained data and finally semi-supervised technique that combines the two precedent approaches and includes supervision data, but, not for all the examples [10]. The second approach uses a sentiment dictionary with opinion words and matches them with the data to determine polarity [11]. The third approach collectively exhibits the accuracy of a ML approach and the speed of the lexical approach [12].

Classification performance can be improved with Feature Selection (FS) methods that select the most informative and relevant features. FS techniques can be classified into filters, wrappers and embedded methods [6, 13]. Filter methods exploit the new subset based on a performance measure and is independent of any ML algorithm. Wrapper methods elect the new subsets by evaluating the quality of performance on a modeling technique, which is considered as a black box evaluator. Hybrid based methods perform FS during the modeling algorithm’s execution to select the optimal parameters. Eventually, SA comprises a multi-step process namely data extraction, text preprocessing, data analysis, and identification of useful knowledge [7]. Furthermore, most of the current studies related to this topic focus mainly on English texts with very limited resources available for other languages such as Arabic [14, 15]. Arabic SA is one of the more complicated SA tools of social media due to the informal noisy contents and the rich morphology of Arabic language [16, 17]. Lack of resources [15] and multi-dialectical forms add more challenges and ambiguities to analyze the Arabic sentiments [18].

Therefore, this paper identifies public Arabic sentiments about online learning during the pandemic. It applies different Natural Language Processing (NLP) techniques and ML algorithms to identify public Arabic sentiments. The framework begins with collecting Arabic sentiments about online learning and ends with analyzing these sentiments with common ML algorithms. Different stages of analyses were performed. Two types of lexicons were constructed and a method for negation handling was presented. Emotions are identified and analyzed using National Research Council Canada (NRC) emotion lexicon. Several experiments were conducted before and after applying Information Gain (IG) as a filtering method. The negative sentiments were detected and analyzed to recognize the potential reasons behind these negative sentiments.

This approach offers governments and decision maker with a solution to monitor and measure public satisfaction with respect to online learning during the occurrence of Covid-19 from people’s posts on Twitter. The method could be generalized to other topical domains, such as public health monitoring and crisis management. In addition, the system could help public health officials identify the progression and peaks of concerns for a disease in space and time, which enables the implementation of appropriate preventive actions to mitigate these diseases. It also helps authorities in advocating effective personal hygiene and promoting social responsibility in spreading awareness to the public. It can provide a rapid and effective monitoring mechanism to manage future crises scenarios on a large scale at a low cost.

The rest of this paper is organized as follows. Discussion of Covid-19 related issues and some similar works of analyzing Arabic sentiments are provided in section 2. Proposed methodology and system architecture are explained in Section 3. Experimental setup and results analysis were discussed in Section 4. Conclusion and possible directions for future work are given in Section 5.
2 Related Work

2.1 Sentiment Analysis during Covid-19

Public SA during the Covid-19 outbreak provides insightful information in making appropriate responses. Over the last few months, many studies are working on SA during Covid-19. The authors of [19] designed a model that can effectively predict the sentiment expressed by people on social media platforms amidst this pandemic. Different classification techniques revealed that both Support Vector Machine (SVM) and Decision Tree (DT) have performed extremely well, but SVM classifier was more robust and consistent throughout all the experiments. A further investigation was introduced by [20] who used textual analytics methodologies to analyze public sentiment about Covid-19. They introduce public sentiment scenarios (PSS) framework that can manage future crises scenarios. The study examines two potential divergent scenarios - an early opening and a delayed opening, and the consequences of each. A similar study is conducted by the researchers in [21] who identified the reaction of citizens and people’s sentiment about subsequent actions taken by countries during coronavirus. Deep long short-term memory (LSTM) models are used for estimating the sentiment polarity. They provide interesting insights into collective reactions on coronavirus outbreak on social media. The work presented by [22] was interested in recognizing characteristics of negative sentiment about Covid-19 related comments. Therefore, they analyzed public concerns by selecting coronavirus related Weibo posts to identify characteristics of negative sentiment. The results proved that people concern four aspects regarding Covid-19; virus origin, symptom, production activity and public health control.

Exploratory SA during coronavirus pandemic is examined in the study conducted by Samuel et al. [23]. Two groups of data containing different lengths of tweets are used for testing. The first group comprises shorter tweets with less than 77 characters, and the second one contains longer tweets with less than 120 characters. NB achieved an accuracy of 91.43% for shorter tweets and 57.14% for longer tweets, whereas, a worse performance is obtained by Logistic Regression (LR), with an accuracy of 74.29% for shorter tweets and 52% for longer ones respectively. [24] presented a model that analyzes the student’s sentiment in the learning process during the pandemic using Word2vec and ML techniques.

The emotional classification methods mainly include dictionary-based methods, rule-based methods, ML methods, composite methods, and multi-label methods. [25] developed a lexicon-based approach for emotion analysis of Arabic text on Facebook and Twitter datasets. They showed that the lexicon-based approach is effective with an accuracy of 89.7%. Another work focuses on emotional reactions during the Covid-19 outbreak by exploring the tweets investigated by [26]. A random sample of about 18,000 tweets had examined for classification along with the basic eight emotions. The findings showed that there exists an almost equal number of positive and negative sentiments. The fear among the people was the number one emotion that dominated the tweets, followed by the trust of the authorities. Also, emotions such as sadness and anger of people were prevalent. Thus, the key findings of the literature review show that the research trends of SA using social media data during the pandemic and natural disasters are still evolving. Moreover, the aforementioned researches concerning the Covid-19 pandemic are in English language. Accordingly, emotional mining and SA in Arabic language need further attention.

2.2 Tracking Arabic Sentiment

Comparing Arabic with the other languages reveal that only few studies have investigated Arabic SA [7]. [11] showed that out of the 1458 SA-related papers that were published in 4 different databases, i.e., Association for Computing Machinery (ACM), ScienceDirect (SD), IEEE Xplore (IEEE), and Web of Science (WoS), till May 2017, only 48 were related to Arabic SA.

Different surveys have discussed the characteristics of Arabic language such as [7, 15, 27]. Guellil et al. [7] surveyed the most recent resources and advances that have been done for Arabic SA. The authors found that the significant problems related to the treatment of Arabic and its dialects had been the lack of resources.
Therefore, they focus on the construction of sentiment lexicon and corpus. [15] introduced an exhaustive review of different approaches to Arabic SA. They review Arabic SA in-depth and outline the limitations of the current resources. But they proved that most SA approaches fail in Arabic social media space due to dialects and suggest shifting from word-level to concept-based SA. The work reported by [27] discussed existing work on Arabic SA. They surveyed a large number of studies, methods and the available Arabic sentiment resources.

Other work conducted by [11] focused on the various characteristics, state-of-the-art, and the level of SA along with NLP applied in the Arabic SA. They gave particular attention to dialectal Arabic and found it’s difficult to handle the diverse slang due to its linguistic complexity. The finding also showed that the accuracy of the SA method is based on the existence of large annotated corpora, which is a limited resource for Arabic language. Alomari et al. [28] introduced a new Arabic Jordanian annotated twitter corpus and investigated several ML techniques for evaluating their performance. They also exploit different preprocessing strategies, N-grams and different weighting schemes. The best performance achieved by combining SVM classifier and term frequency-inverse document frequency (TF-IDF) weighting scheme with stemming through Bigrams. A comprehensive study of the different tools for Arabic text preprocessing, feature reduction and classification is presented by [29]. Their experiments proved the superiority of SVM followed by DT and NB.

AlSalman [16] proposed a corpus-based approach for Arabic SA of tweets. Their method use Discriminative Multinominal Naïve Bayes (DMNB) algorithm with N-grams, stemming, and TF-IDF techniques. Their results improved accuracy by 0.3%. The authors of [14] addressed the issue of the multi-way SA problem for Arabic reviews. That work examined a dataset of more than 63,000 book reviews based on a 5-star rating system. The evaluation accuracy showed that Multinominal Naive Bayes (MNB) had the highest classification accuracy for both balanced and unbalanced datasets with average accuracy reached 46.46%.

[30] developed a system called “SAMAR” that jointly classifies subjectivity of a text as well as its sentiments. They showed how complex morphology characteristics of Arabic can be handled in the context of subjectivity and SA. Their system is based on Modern Standard Arabic (MSA) and Egyptian dialect. In that work, the authors used SVM classifier and achieved accuracy up to 84.65%. A similar finding was reported by [31] who analyzed sentiment embedded in blogs that are written either in Arabic or English on web forums. The authors represented each review using a set of syntactic and stylistic features. Although the previous papers [30, 31] used varieties of feature sets, they avoided semantic features because they are language dependent and need lexicon resources. Furthermore, few types of research used Arabic WordNet (AWN) as a semantic resource for improving classification results such as [32].

From the literature it can be inferred that besides the general challenges of SA, there are other challenges related to Arabic varieties and morphology. Availability of annotated datasets and lack of lexicons are common challenges of analyzing Arabic sentiments. Most of the existing Arabic SA approaches are semantically weak. Words are considered as independent features and the semantic associations have been ignored. As a result, synonymous words are represented as different independent features. There is also a lack for considering negation that can invert the Arabic text completely. Thus, Arabic SA needs further investigation.

However, this study differs from the previous papers by providing a newly exhaustive model that analyzes Arabic sentiments using NLP and ML techniques. Specifically, the method begins with collecting and preparing corpora about online learning during Covid-19 to explore the contexts and trends associated with this pandemic. Intensive preprocessing including morphological and semantic analysis had been performed. Objective and adjective lexicons were constructed. A new method for negation detection was developed. NRC emotion lexicon was employed to classify the tweets into one of the basic eight categories such as fear, sadness, anger and disgust. The research is also interested in analyzing the latent reasons behind the public sentiment variations regarding online education.

3 Proposed Methodology

Accordingly, the proposed approach consists of the following steps: fetching the Arabic tweets about online learning in the context of Covid-19, intensive preprocessing of the tweets, construction of Bag of Words (BoW),
morphological analysis, semantic analysis, analyzing emotions, employing IG as a filtering technique and finally, comparison of different ML approaches for classification of domain-specific tweets on two different datasets. System architecture is given in Figure 1 and will be discussed in the following subsections.

![Figure 1: System Architecture](image)

### 3.1 Data acquisition and preparation

Twitter is used as the primary data source in order to gather tweets specific to online teaching in the context of coronavirus. However, Twitter does not provide developers with an API to download historical data. Standard Search API of Twitter allows developers to collect tweets published in the past 7 days [8]. Tweets were extracted using the hashtags expressed in Table 1. The current data collection is limited to “Arabic” tweets only.

<table>
<thead>
<tr>
<th>Arabic word</th>
<th>English Equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Covid-19</td>
<td>#Covid-19</td>
</tr>
<tr>
<td>#Coronavirus</td>
<td>#Coronavirus</td>
</tr>
<tr>
<td>#Corona</td>
<td>#Corona</td>
</tr>
<tr>
<td>#Digital transformation</td>
<td>#Digital transformation</td>
</tr>
<tr>
<td>#Online learning</td>
<td>#Online learning</td>
</tr>
<tr>
<td>#Digital world</td>
<td>#Digital world</td>
</tr>
</tbody>
</table>

Moreover, the most frequently used words regarding Covid-19 were studied and drawn in word clouds where the size of every word shows how important it is in the text as depicted in Figure 2.

### 3.2 Franco words conversion

The crawled datasets contain a lot of empty and repeated tweets that need to be efficiently excluded. Besides, Arabic tweets may contain “Arabizi”, where Arabic words are written using Latin characters [33]. Therefore, franco words were converted to its Arabic equivalent by examining google’s API.
3.3 Subjectivity process

The textual datasets have two primary configurations; either facts or opinions [30, 34]. Facts are known as objective information about elements, objects, occasion and their properties while opinions are generally subjective expressions that illustrate an individual’s sentiments. Some samples of facts and opinions are presented in Table 2. Many methods have been identified for subjectivity analysis including using some patterns of word usage, detecting of certain kinds of adjectives, presence of emojis, and occurrences of certain discourse connectives [35].

<table>
<thead>
<tr>
<th>Tweet No</th>
<th>Tweet Text</th>
<th>Subjectivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₁</td>
<td>#عاجل وzellik_تعليم خلال كمته عن بعد في قلء &quot;العلوم والتكنولوجيا&quot; بطوكوس: الدولة تتولى مهماً إلى العالم الرقمي مع بدء جائحة #كرونا</td>
<td>Fact</td>
</tr>
<tr>
<td>T₂</td>
<td>التعليم ليس استعداداً للحياة، إنه الحياة ذاتها! ... استمر في طلتك مع #المعهد_العالمي_لغات  #تعليم عن بعد. لأنواصل: #######</td>
<td>Fact</td>
</tr>
<tr>
<td>T₃</td>
<td>#تعليم_الإلكتروني ومع عودة جميع الكادر التدريسي وتدريسهم في المدارس في هذه الفترة تجد الزيادة في حجم الإصابات بفيروس كورونا كبير</td>
<td>Opinion</td>
</tr>
<tr>
<td>T₄</td>
<td>من أجل الحقائب المصنوعة والمشرعة التي حضرتتها حقيقي ذوقى هائل و رائع</td>
<td>Opinion</td>
</tr>
</tbody>
</table>

This study extracts facts by defining special dictionaries called the objective lexicon, containing synonyms for objective words. The main flaw of this approach is the necessity of manual selection of terms for the filters that can extract out facts, news and advertisements. For instance, T₁ in Table 2 is labeled as a fact because it has word “عاجل” which often used by channels and news sites to express some news. Similarly, T₂ in Table 1 is considered as objective as it contains the word “التعليم” to announce some advertisements. These tweets are early excluded without any processing and categorized as objective information.

3.4 Data preprocessing

Before proceeding emotion mining and SA, the tweets are preprocessed to produce clean texts for NLP tasks. The most common techniques are removing hashtags, removing URLs, identifying emoticons, and removing user mentions and extra spaces as established in Figure 3. Punctuation is replaced with a single space and...
spelling correction was conducted to prepare the dataset ready for stemming. Besides, before classifying the sentiment of tweets, it is important to preprocess the text such that specific letters are normalized [36]. In particular, to reduce noise and sparsity in Arabic text orthographic normalization of certain Arabic letters had been performed. Orthographic normalization is the process of unifying the shape of some Arabic letters that have different shapes [17, 37].

Stop words\(^1\) are not very helpful as we would expect them to be evenly distributed across the different texts and can be effectively removed [6]. In many cases, some of the words (e.g., تعلمنا, تعلمنا, تعلمهم, تعلمهم, تعلمهم) have multiple morphemes but still mean similar thing. A single representative word would be sufficient. Instead of using all of these forms, Lemmatization, an improved version of word stemming, uses morphological analysis of words to remove inflectional endings. Part of Speech (PoS) tagging is also performed for marking words, in a text, based on their nature and their relationships with adjacent and related words in that text. Every word has been associated with a relevant tag showing its role in the sentence. The entire list of tags along with their typical meaning is based on the ICA Tagset\(^2\). PoS for every term in \(T_a\) is given in Table 3.

Table 3: PoS for \(T_3\).

<table>
<thead>
<tr>
<th>Word</th>
<th>PoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>من</td>
<td>PPN</td>
</tr>
<tr>
<td>اجمل</td>
<td>NOU</td>
</tr>
<tr>
<td>الحقيقى</td>
<td>NOU</td>
</tr>
<tr>
<td>الممتعه</td>
<td>ADJ</td>
</tr>
<tr>
<td>الاستمره اللى</td>
<td>ADJ</td>
</tr>
<tr>
<td>حصرتها</td>
<td>Unknown</td>
</tr>
<tr>
<td>حقيقى</td>
<td>NOU</td>
</tr>
<tr>
<td>قول</td>
<td>NOU</td>
</tr>
<tr>
<td>رفع</td>
<td>ADJ</td>
</tr>
<tr>
<td>راعه</td>
<td>ADJ</td>
</tr>
<tr>
<td>مهال</td>
<td>ADJ</td>
</tr>
</tbody>
</table>

---

1 https://sites.google.com/site/kevinbouge/stopwords-lists
2 http://www.unlweb.net/wiki/index.php/Tagset
3.5 Adjective lexicon

Adjectives reflect most of subjective information in a given text. Adjective lexicon “AdjLex” development includes many steps; first, a list of words, called seed words had been created. We start with some adjectives collected manually as seeds from different datasets in Arabic language. Second, the common lexicon techniques require human annotation. Third, the initial lexicon is expanded by collecting synonyms, morphemes and antonyms of seed words. Finally, this lexicon was extended through google translate to get more acronyms for the Arabic adjectives.

3.6 Negation handling

The presence of negation words may force the sentence into opposite polarity. This work considers 3 steps for automatic negation handling that can be summarized as follows. 1) Recognizing the negation word such as “ما - ليس” that means “not”, 2) Identifying the scope of negation (which words are affected by the negation word) and 3) Finally capturing appropriately the impact of the negation. Traditionally, the negation word is determined from small hand-crafted words. So, we define a list of negation terms in Modern Standard Arabic (MAS) and Egyptian dialect which can change the sentiment polarity (around 35 words in Arabic). The scope of negation is considered as the first word follows the negation particle. Negation words can be detected as follows.

```plaintext
for each T_k in the dataset {
    if (T_k contain negation article) {
        flip the first word after the negation word
        classify
    }
}
```

All features are then grouped for Bag of Words (BoW) construction which will be used for training and classifications.

3.7 Emotion detection

The tweets are full of emojis and emoticons that are widely used by people to express their feelings. All emojis and emoticons provided by Twitter are kept and considered as a part of the texts. There is a list of emojis with their weights listed in the National Research Council Canada (NRC) emotion lexicon\(^3\). With all emojis assigned weights, we can proceed to annotate each tweet based on the emoji it contains. The different emotion annotations for a target term were consolidated by selecting the emoji that has the highest weight as elaborated in Figure 4. The NRC emotion lexicon was examined to calculate the presence of the basic eight emotions

\(^3\) http://sentiment.nrc.ca/lexicons-for-research/
(“anger”, “fear”, “anticipation”, “trust”, “surprise”, “sadness”, “joy”, and “disgust”) and their corresponding valence in coronavirus datasets. The procedure can be summarized in the following steps.

Figure 4: Emotion detection process.

1. Different datasets about coronavirus was scanned in order to estimate the top frequent emojis.
2. Every emotion is replaced with its typical weight by using NRC lexicon.
3. Emoticons are then converted to their corresponding words by using a specialized mapping table that maps common emoticons to their respective words.
4. Tweets with one emoji had been directly classified into one of the basic eight emotions.
5. The highest weight emotion is considered for tweets that contain more emojis and then categorized into one of the eight categories of emotions. Table 4 exhibits different samples of emojis distributed among the different tweets.

Table 4: Instances of tweets having emotions.

<table>
<thead>
<tr>
<th>Tweet No.</th>
<th>Tweet Text</th>
<th>Emotion Type</th>
<th>Weight</th>
<th>Category</th>
<th>Opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₁</td>
<td>من أجل الحقائب المحمية والشرير اللي حصرتها حقيقة كهربان رفيق هائل و رائع 😊😊😊😊😊😊😊😊</td>
<td>Smiling</td>
<td>0.812</td>
<td>Joy</td>
<td>Positive</td>
</tr>
<tr>
<td>T₂</td>
<td>مقبلون على كهربان رفيق باستيعاب في تقتيل عدد كبير من الوظائف 😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭😭</td>
<td>Dizzy</td>
<td>0.562</td>
<td>Angry</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

T₁ in Table 4 contains only one emotion, so the emotion was directly replaced with the corresponding weight by employing NRC emotion lexicon. The second tweet T₂ includes two different emotions; dizzy and angry faces. Therefore, their weights are assigned and the highest weight which was angry was selected. After assigning the emojis into their categories, we label each tweet according to the emoji it contains.
4 Experiments and Results Analysis

4.1 Experimental setup

Two different datasets from Covid-19 related comments about online learning are used for the experiment. The datasets were collected between September 20, 2020 and October 15, 2020. Table 5 shows the target distribution of the two different datasets. During the classification process, we employed 10-fold cross-validation for all experiments by dividing the dataset into 10-folds, whereby one fold is used for testing purposes and the remaining 9 folds are used for training purposes. This process is repeated 10 times. Lastly, the average accuracy, average number of selected features, and average fitness across 10 runs are reported. All experiments were performed with the presence vectors as it reveals an interesting difference [38]. In each segment vector, the value of each dimension is binary regardless of how many times a feature occurs.

Table 5: Statistics of Arabic datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(D_1)</th>
<th>(D_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of tweets</td>
<td>4689</td>
<td>5798</td>
</tr>
<tr>
<td>Total number of positive tweets</td>
<td>2344</td>
<td>2899</td>
</tr>
<tr>
<td>Total number of negative tweets</td>
<td>2345</td>
<td>2899</td>
</tr>
<tr>
<td>Total number of words</td>
<td>51814</td>
<td>59720</td>
</tr>
<tr>
<td>Total number of unique words</td>
<td>22563</td>
<td>25124</td>
</tr>
<tr>
<td>Average number of words in each tweet</td>
<td>11.05</td>
<td>10.3</td>
</tr>
<tr>
<td>Average number of characters in each tweet</td>
<td>52.6</td>
<td>61.03</td>
</tr>
</tbody>
</table>

Table 6: Classification algorithms and setting parameter.

<table>
<thead>
<tr>
<th>Classification Model</th>
<th>Description and parameter setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes (NB)</td>
<td>Probabilistic classifier based on the Bayes' theorem. Effective with real-world data, efficient and can deal with dimensionality. Over-simplified assumptions and limited by data scarcity.</td>
</tr>
<tr>
<td>Multinomial Naïve Bayes (MNB)</td>
<td>Based on word appearance only. Can account for multiple repetitions of a word. Faster than plain NB.</td>
</tr>
<tr>
<td>K Nearest Neighbor (KNN)</td>
<td>Computes classification based on weights of the nearest neighbors, instance based. Easy to implement, efficient with small data, applicable for multi-class problems and sensitive to data quality. Noisy features degrade the performance. Distance measure: Euclidean distance and linear search.</td>
</tr>
<tr>
<td>Logistic Regression (LR)</td>
<td>Probability of an outcome is based on a logistic (s-shaped) function. Regularized to avoid over-fitting. Expensive training phase. Distance measure: Euclidean distance.</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>Non-probabilistic binary classification model. Finds a decision boundary with a maximum distance between two classes. Kernel: RBF. Exponent = 1.0, Complexity (c) = 10.0.</td>
</tr>
</tbody>
</table>
Naïve Bayes (NB), Multinomial Naïve Bayes (MNB), K Nearest Neighbor (KNN), Logistic Regression (LR) and Support Vector Machine (SVM) were used as classification techniques. Table 6 summarizes the description of the traditional ML models with suitable parameter settings.

### 4.2 Experimental results

The first experiment is represented by evaluating the performance of the proposed method using either NB, MNB, KNN, LR or SVM classifier. In this experiment, each classifier is examined only on the whole features space without applying any filtering technique. Figure 5 reports the sentiment prediction for $D_1$ in terms of precision, recall and F-Measure.

![Figure 5: Sentiment prediction for $D_1$.](image1)

For $D_1$, the best classification accuracy is obtained by using SVM classifier which was 89.1%. On average, there is no significant difference in the performance of LR, and MNB which respectively recorded 86.6% and 85.9% followed by KNN which gives 83.9%. The lowest accuracy was given by NB at 76.8%. In general, every algorithm achieves approximately equal values of precision and recall.

![Figure 6: Sentiment prediction for $D_2$.](image2)

Experimental results for $D_2$ are indicated in Figure 6. Based on these results, it’s noticed that SVM still has the best accuracy which was 89.6% but returns recall values higher than those of precision. Higher recall values mean that, the algorithm returns most of the relevant results. LR followed by KNN and MNB have an almost similar accuracy and relatively equal values of precision and recall for each one. However, NB records the lowest accuracy at 78.8% and nearly equal values of precision and recall. The classification results of NB show that accuracy result is comparatively less than all other individual classifiers. Poor classification accuracy of NB for the two different datasets may be attributed to the fact that all features are independent.
Based on these results, it is confirmed that the SVM classifier outperforms other ML classifiers including KNN, NB, MNB and LR. Also, these results are consistent with the results of the previous works [28–30, 39, 40] that reveal the superiority of SVM in comparison with other classifiers over Arabic classification. Comparison of these studies in terms of datasets, preprocessing methods, features, classification algorithms and accuracies are tabulated in Table 7.

Thus, experimental results concluded that the proposed model can analyze public Arabic sentiment about online learning during Covid-19 using ML methods with a good accuracy result.

### Table 7: A performance comparison of Arabic SA.

<table>
<thead>
<tr>
<th>Study</th>
<th>Dataset</th>
<th>Preprocessing</th>
<th>Features</th>
<th>Algorithm</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>MSA and Jordanian Twitter</td>
<td>word stemming</td>
<td>TF-IDF or (TF) n-grams</td>
<td>SVM</td>
<td>88.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NB</td>
<td>83.6%</td>
</tr>
<tr>
<td>[29]</td>
<td>Saudi press agency</td>
<td>Normalization and stop words removal</td>
<td>relative frequency, entropy, LTC, TFC, TFiDF, frequency and Boolean</td>
<td>SVM</td>
<td>The best accuracy ranges from 60.63 to 96.72% using seven corpora, with an average of 85.06%.</td>
</tr>
<tr>
<td></td>
<td>Saudi newspapers Writers</td>
<td></td>
<td></td>
<td>DT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Forums</td>
<td></td>
<td></td>
<td>NB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Islamic topics Arabic poem</td>
<td></td>
<td></td>
<td>MLPs</td>
<td></td>
</tr>
<tr>
<td>[30]</td>
<td>MSA and Dialects Twitter, chat, forum</td>
<td>Tokenization and Lemmatization</td>
<td>POS Tags, standard, dialectal, and genre features</td>
<td>SVM</td>
<td>84.65%</td>
</tr>
<tr>
<td>[39]</td>
<td>MSA and Moroccan Facebook comments</td>
<td>Cleaning noise, normalizing, tokenizing, and word stemming.</td>
<td>TF-IDF and n-grams</td>
<td>NB</td>
<td>81.83%</td>
</tr>
<tr>
<td>[40]</td>
<td>The corpus contains 5070 documents of different lengths. These documents consist of six classes.</td>
<td>Normalization Stemming Stop word removal.</td>
<td>vector of terms (word stem)</td>
<td>DT</td>
<td>Best average 75.43% for DT and 84.29% for SVM.</td>
</tr>
</tbody>
</table>

![Figure 7: Sentiment prediction based on the length of tweets.](image-url)
Furthermore, subsets of data were created based on the length of tweets to examine classification accuracy based on the length of tweets. Two groups were constructed where the first group consisted of Covid-19 related tweets which were less than 86 characters in length while the second group consisted of coronavirus tweets that have a length greater than 86 characters. These groups were then examined to ensure that the number of positive and negative tweets were balanced when being classified. The results have been drawn in Figure 7.

It is found sufficient directional support for classification algorithms with long length tweets, but the accuracy degrades with decreasing the length of tweets.

4.3 Filtering with IG

Even though words are good features for classification, we shouldn’t employ all of those words. Many of these features may degrade the classifier performance and increase computational cost [41]. Hence, in the second experiment, IG [6] is involved with SVM and applied to rank all extracted features. The method can be expressed as follows. First, the IG is computed for each feature. Next, the IG scores of all the features are sorted from high to low and the top k% features are used in conjunction with the SVM. The k percentage may either be determined using validation data or it can be manually set. In this experiment, the top features are filtered according to their IG weights using 6%, 12%, and 18% ratios. Figure 8 shows the results after applying IG feature with SVM.

![Figure 8: Sentiment prediction using IG and SVM with different k values.](image)

The top 6% of ranked features selected by IG register uneven results when involved with SVM. For instance, the performance of SVM on D1 has dropped from 89.1% (Figure 5) to 86.3% and falls from 89.6% (Figure 6) to 80.8% for D2. The ratio of 12% keeps reasonable results for both D1 and D2. The best accuracy was achieved by selecting the top 18% of the ranked features where the classification accuracies were 88.7% and 89% for D1 and D2 respectively. These results prove that a suitable choice of ranker and feature subset size significantly impact the classifier performance.

4.4 Finding the latent reasons behind negative sentiment

To further enhance the readability of the mined reasons, we studied the most frequent words with the negative sentiments regarding coronavirus and online learning. Then tweets contain these words are determined and analyzed. It has been noted that people mainly concern with five aspects regarding negative sentiments about online learning in the context of Covid-19 that can be summarized as follows:

1. Online learning suffers from lack of supervision. This problem is mainly obvious for compulsory education. Most of the students at this age have poor self-management constraints and self-driving.
2. Distance learning requires online teaching platform and a network system. Once one of them breaks down, the education process will be interrupted.
3. Some teachers and students may not be familiar with the online education process in such a limited time.
4. Professional teaching platforms are still blank and urged to be developed.
5. The students can leave the computer amid the class or do other things like play games, watch dramas and so on.

The negative tweets were also presented in word clouds where the size of a word shows how important it is in the discussion as depicted in Figure 9.

![Figure 9: An instance of word cloud for negative sentiment.](image)

Colors and fonts in word cloud showed more frequent words in coronavirus negative tweets. The larger the font size is the higher it's the frequency. It can be observed that the main focus of the negative tweets had been about " туواؤل " face to face communication, " التماس " ambiguity, " العناصر " network system breakdown, " المحتوى " playing " الألعاب " games. These kinds of statistical contributions can be useful for determining the positive and negative sentiments and to collect user opinions to help researchers and decision-makers better understand the behavior of people in pandemics and critical situations.

### 4.5 Emotions

$D_5$ consists of 50389 tweets that have been collected from twitter using a crawler. The underlying tweets were filtered to extract 16316 tweets that contain emojis and then divided into the primary eight emotion categories. Figure 10 shows the distribution of tweets for each category.

We end up with 3632 anger tweets, 3265 fear tweets, 1054 surprise tweets, 2210 sadness tweets, 1532 anticipation tweets, 2541 disgust tweets, 762 trust tweets, and 1520 joy tweets. SVM is selected for emotion classification and the performance analysis is given in Figure 11.

Specifically, the study discovered low levels of trust and surprise sentiments mixed with relatively low levels of anticipation and joy. Sadness emotion achieves the best classification accuracy at 87.6% followed by relatively equal values of anticipation, fear and disgust. The sentiment prediction for trust emotion was at 85% while joy and anger emojis recorded 83.6% and 83.3%. The last performance was noticed for surprise emoji at 79.1%.
5 Conclusion

This paper has analyzed Arabic sentiments about online learning during the ongoing worldwide Covid-19 pandemic. Different aspects of analyzing Arabic text and intensive preprocessing were effectively performed. Various ML techniques are applied over two generated datasets and a comparison was done over their performance with well-known classification techniques. SVM-based models offer very high accuracy and consistency over other classifiers, including LR, MNB, KNN and NB. The best accuracy achieved by SVM was 89.6% for $D_2$ followed by 89.1% for $D_1$. LR and MNB recorded 86.6%, 85.9% for $D_1$ and 85.9%, 83.8% for $D_2$ respectively. No clear difference between the performance of KNN on both datasets as it records 83.9% for $D_1$ and 84.4% for $D_2$. The worst accuracy was given by NB that gives 76.8% and 78.8% for $D_1$ and $D_2$ respectively. It also observed that longer texts were more useful to identify sentiment than shorter ones. SVM registers 89.8% for longer tweets and 82.8% for shorter ones. Emotion analysis was also considered and the anger among the people was the top emotion that dominated the tweets, followed by the fear from the first attempt to try out distance learning. To further enhance the readability of the mined reasons, we select the most representative negative tweets to define the latent reasons behind the negative results of online learning. Absence of face to face communication, network system breakdown, ambiguity and games were the most significant reasons behind the negative sentiments.

In the future, open research challenges can be investigated, with a focus on the shortage of lexicon availability; use of Dialect Arabic (DA); lack of corpora; compound phrases and idioms.
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