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**Abstract:** Automatic text summarization (ATS) extracts information from a source text and presents it to the user in a condensed form while preserving its primary content. Many text summarization approaches have been investigated in the literature for highly resourced languages. At the same time, ATS is a complicated and challenging task for under-resourced languages like Malayalam. The lack of a standard corpus and enough processing tools are challenges when it comes to language processing. In the absence of a standard corpus, we have developed a dataset consisting of Malayalam news articles. This article proposes an extractive topic modeling-based multi-document text summarization approach for Malayalam news documents. We first cluster the contents based on latent topics identified using the latent Dirichlet allocation topic modeling technique. Then by adopting vector space model, the topic vector and sentence vector of the given document are generated. According to the relevant status value, sentences are ranked between the document's topic and sentence vectors. The summary obtained is optimized for non-redundancy. Evaluation results on Malayalam news articles show that the summary generated by the proposed method is closer to the human-generated summaries than the existing text summarization methods.
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1 **Introduction**

In today's digital world, we have different websites providing news in large quantities. Many of these websites provide the same news by changing some details, and most do not provide complete information to the reader. If people read more than one news article about the same topic, there is a high probability of redundancy in the data. It will be advantageous if all the information from the different sources is summarized and presented to the reader in a condensed form. This can be achieved with multi-document summarization systems. These systems aim to create abstracts from multiple documents by selecting sentences with premium content and discarding redundant information.

Automatic text summarization (ATS) extracts relevant data from one or more text documents to create a condensed version of the original document(s). Many approaches to document summarization have been suggested. Text summarization is characterized as either single document or multi-document based on the number of source documents used. Based on the way the final summary is generated, the summarization
Methods are broadly defined as extractive and abstractive summarization [1] methods. The extractive summarization method creates a summary by extracting significant sentences from a collection of documents without modifying those sentences. In general, the information content is not distributed evenly across each sentence. As a result, it is efficient to find the subset of sentences that serve as the document summary [2]. On the other hand, the abstractive summarization method produces a summary by automatically rephrasing the sentences that carry the most relevant information or generating new sentences with concepts residing in the document.

The majority of extractive multi-document summary systems use unsupervised or supervised learning techniques to determine the importance of sentences. If the data are labeled, we can use supervised or semi-supervised machine learning to train a classifier that predicts the significance of a sentence [3]. While supervised and semi-supervised learning can produce excellent results, many datasets are unlabeled, thus ruling out these methods. It is possible to label the data manually; however, the volume of labeled training data required makes this approach difficult. The same holds for a semi-supervised strategy that requires less labeled data. As a result, extractive summarization frequently relies on unsupervised learning [3].

In unsupervised learning, feature-based ranking methods have been widely used. Feature-based techniques use various linguistic and statistical features to determine the relevance of sentences in summary [1]. Topic-based approaches are based on the distribution of topic words in the input text, and modeling techniques have been integrated into the summarization method to find the summary. In practice, each sentence within the given text represents a topic embedded in the document. One of the strategies for defining the contextual content of text documents has been topic recognition. Latent topics can be used to measure correlations between documents [4]. Latent Dirichlet allocation (LDA) is a generative probabilistic model of a corpus [5,6]. LDA has been used successfully in multi-document summarization [7–11].

ATS faces a variety of challenges that hones its development. Apart from content selection, redundancy in the text is a critical issue that should be addressed to generate a perfect summary. This problem becomes more apparent in multi-document summarization. The readability of the summary is the next challenge in multi-document summarization. This means that the approach used must organize the selected sentences so that the generated summary has coherence, resulting in appropriate readability. Other difficulties stem from the nature of the language being processed. Different languages have their own grammatical and morphological structures, semantic rules, and lexicon resulting in a text that is difficult to process. Language issues pose numerous challenges during the preprocessing phase of summarization.

Several forms of automated document summarizers for English [12] and other foreign languages, such as Arabic [13,14], Chinese [15,16], and French [17], have been addressed. Some ATS systems have also been developed for Indian languages such as Gujarati [18], Punjabi [19], Urdu [20], Marathi [21], and Tamil [22]. Malayalam is a regional language of India spoken by the people of Kerala. There are numerous Malayalam online newspapers available. Because of the excessive overloading of data on the internet, ATS applications are needed to address this problem. Since Malayalam lacks a multi-document summarizer, an ATS is proposed. Malayalam research [23] is still in its early stages and there is an increasing need to build systems for processing and summarizing Malayalam texts. Language processing in this language is difficult due to its highly agglutinated and inflectional features.

Inspired by the success of LDA, we propose an unsupervised extractive summarization approach that selects only the sentences that contain most topic terms embedded in them. The generated summary contains sentences that represent the main content. The proposed method uses three significant steps for generating the summary. The first step is to use LDA to generate the topic vector for the given document. The sentences in the text are then vectorized in relation to the topic vectors. Subsequently, find the relevance of each sentence based on the similarity with the topic vector. The last step is to rank the sentences based on their relevance so that top-ranked sentences are included in the summary.

Experiments were carried out using a dataset explicitly created for Malayalam ATS. The efficiency of this approach is demonstrated by an automated evaluation of these data sets.

To summarize, the main contributions of this work are as follows:
We propose an unsupervised method based on topic modeling and MMR for extractive multi-document summarization of Malayalam documents, aiming to provide maximum coverage of the presented content and minimum redundancy.

Using the redundancy removal component, we could eliminate similar sentences and diversify the information in the final summary of the document.

Malayalam lacks a benchmark ATS dataset like the document understanding conference (DUC) dataset for English. As a result, we have created a multi-document ATS dataset for the Malayalam language in consultation with the language experts from Malayalam University.

We compared the proposed work with the Textrank [11] model on the data set prepared for Malayalam ATS. We also compared the results with the results obtained for ATS developed for other Indian languages. The results show that the proposed method outperforms the baseline and yields comparable performance with works done for other languages.

The remainder of this article is organized as follows. Section 2 presents the related works in LDA. Section 3 presents the methodology followed. Section 4 details the performance evaluation. The conclusion is presented in Section 5.

2 Related works

This section reviews some existing works proposed in the literature of multi-document extractive text summarization. When the input consists of multiple closely related documents, multi-document summarization is preferred [24]. The system is made simple by joining all input documents into one document and then building the final summary. Alternatively, summarize each document individually and then merge and construct the final summary [25].

In 1958, one of the first attempts at ATS was made, with the goal of extracting relevant sentences based on word frequency. After that, several attempts have been made using various approaches to develop text summarization systems. However, the statistical approach, topic-based approach, graph-based approach, and machine learning approaches are the most commonly used approaches in the literature [18]. The statistical approach extracts the most salient sentences based on shallow textual features such as the sentence’s resemblance to the title, sentence position, the presence of numerical data in the sentence, the company of proper nouns (named entities), and the TF-IDF (term frequency inverse document frequency). Each of the features mentioned above gives the words some weight. The scores are assigned to the sentences based on these weights, and the highest scoring sentences are chosen to generate the summary. This method is language-agnostic.

Topic-based approaches infer topics by observing how words are distributed across documents. LDA was the first topic model to solve multi-document summarization, and researchers are constantly improving it. LDA considers each document to be a collection of different “topics” and each topic to be a collection of different “words” [5]. LDA [6] was proposed by David and his co-researchers in 2003 as a document representation method. It creates a topic per document model and a word per topic model based on Dirichlet distributions. They applied the LDA technique to evaluate the document model and found that LDA outperformed other latent topic models. The LDA-based Multi-document Summarization algorithm was proposed by Arora and Ravindran in 2008 [7]. Since the technique for creating topics is absolutely mathematical, and because it is based on probability distribution, we can evaluate this model in any language [26]. When applied to complex input text data such as legal documents [27], this technique proved very efficient.

Many ATS systems apply the graph-based methods for extractive text summarization such as LexRank [28], TextRank [29], and TextRankExt [30]. Graph-based approaches have achieved robust and promising results [31].

Deep-learning-based methods are used in some extractive MDS systems. Nallapati et al. proposed the SummaRuNNer model [32]. They used an RNN-based model to handle extractive summarization as a
sequence classification problem and used no attention mechanism. On the other hand, the hierarchical structured self-attentive extractive summarization model (HSSAS) [33] creates sentences and document embeddings using attention mechanisms in both the word and sentence layers. Each sentence is handled sequentially in the same order as the input document in SummaRuNNer and HSSAS. Then it is binary classified as to whether or not we should include it in the final summary. Some drawbacks of deep-learning-based systems include (1) the need for humans to manually build massive amounts of training data, and (2) the adaptation issues they may encounter when tested on a corpus other than the trained domain [33].

ROUGE [34] is the evaluation metric used for evaluating the approach concerning the dataset developed for the summarization task. Our method employs topic modeling to extract summaries from the given documents. To determine the importance of the sentence to be included in the description, we use the principle of LDA topic modeling in the proposed process. LDA is a generative probabilistic model applied to a discrete data collection, such as a text corpus. The model considers each word in the document to be an attribute of one of the document’s topics. LDA represents each document as a random mixture of latent topics, and distribution over words characterizes each topic. The section that follows details the specific steps of the technique used.

3 Methodology

This section presents the dataset involved in the experiments and describes the process flow of the architecture. The architecture of the system is shown in Figure 1.

3.1 Dataset

As Malayalam document summarization is in a nascent stage, a standard dataset for summarization system is unavailable. So we have generated a dataset with 100 document sets, each with 3 news reports from 3 popular Malayalam e-newspapers: Mathrubhumi, Manorama, and Madhyamam, for the period March 2019 to October 2019. Table 1 displays the characteristics of the dataset. We collected 300 news articles on sports, politics, health, and entertainment from these three sources. Using web scraping tools, we picked articles related to the same topic from the sources and saved them as text files. The articles mostly ranged from 10 to 70 sentences. The next stage was to develop a manual summary to be used as a gold standard fitting to multi-document summarization. The PG students of the Computer Science Department who were fluent in Malayalam language prepared one reference summary for each group, for the automatic review of the system summaries. Due to the varying sizes of articles, it was impossible to predefine an exact number of words that would constitute the summary; therefore, we precalculated the number of candidate sentences to be equivalent to 40% of the most comprehensive article in the group. The dataset was validated by language experts from Malayalam University.¹

The summarization task is intrinsically subjective; the length and content of the resulting summary differ between human evaluators. The content that should be included in the summary is frequently a point of contention among assessors [35]. The proportions of units chosen and non-chosen by the assessors and the ratio of shared decisions can be used to quantify the agreement between the two assessors on the summary content. Cohen’s Kappa score was used to calculate the agreement amongst the human assessors [36]. We have also used ROUGE F1 scores to verify the reliability of the data set. ROUGE computes the overlap between two summaries in terms of n-grams recall.

1 https://github.com/Manju1974/Dataset
Figure 1: Methodology overview.
The authenticity of the dataset was evaluated by taking the assistance of two language experts for summary generation. In order to compute the inter-annotator agreement between the human assessors we calculated the averaged Cohen’s Kappa score. The Cohen’s Kappa score obtained was 0.61, indicating that the annotators substantially agreed. In terms of the ROUGE-1 F1 score, the dataset received an average value of 0.77. All these results show that our dataset is trustworthy. It is important to note that our proposed approach is completely unsupervised because it does not use the actual summary information to generate the summary. The actual summary is used to evaluate our generated summary at the end of the execution of our algorithm.

To produce the extractive summary of the input documents, the proposed method employs the following steps.

### 3.2 Preprocessing

Text preprocessing is an unavoidable step in natural language processing. Furthermore, the accuracy of the preprocessing phase has a significant impact on the results of the main algorithm applied in the processing phase. The preprocessing step attempts to normalize the original text and adapt it to the format required for further processing. As a first step, aggregate the text of all documents in the input collection. Preprocessing involves sentence segmentation, tokenization, stopword elimination, and stemming. After aggregating the texts of document collection, the resultant document should be divided into constituent sentences. This is done during the sentence segmentation phase using Natural Language Toolkit module of Python. In the tokenization step, each sentence is split into tokens. Stop words are generally the most common words in a language that has little value in selecting the relevant sentences of an input document. Our system uses a stop word list with 85 words to filter out stop words. Removing stop words simplifies the vectorization of the sentence and improves the cosine similarity value. Stemming is an essential step in preparing input text since it reduces inflectional forms and occasionally derivational forms of a word to a common base form. This task has a favorable impact on improving the objective function’s accuracy. In our proposed system, the stemmer used is similar to Indicstemmer [37], which follows an iterative suffix stripping algorithm to handle multiple levels of inflection. For example, while stemming, the Malayalam words vanathiloode and vanathil get transformed to the root form vanam. As a result, different forms of a word with the same root are treated as the same throughout the vector generation step of the processing phase. Thus, stemming is critical in improving the performances of the proposed method. We use Python gensim library to create dictionary (vocabulary) for the corpus.

### 3.3 Vector generation

The second step is to vectorize the input text and the topic words. Each sentence in the input text is represented as a vector. The most widely used vector representations are binary and TF-IDF [38]. Subsequently, we use topic modeling to generate topic vector. The LDA methodology is used to understand the
representation and distribution of topics in a text. Top \(W\) words are chosen from \(K\) topics based on the probability associated with the words, where \(W\) and \(K\) are chosen by the user. LDA learns the topic representation as follows:

1. First, the number of topics to be discovered is determined (let it be \(K\)).
2. Following that LDA will randomly allocate each of the words in each sentence to one of the \(K\) topics. As the words to topics are assigned at random the resulting representation is not optimal or accurate.
3. LDA evaluates the percentage of words in the text assigned to a specific subject to improve the representation.
   \[ p(T|S) = \text{the proportion of words in sentence } S \text{ that are currently assigned to topic } T. \]
   \[ p(W|T) = \text{the proportion of all words } W \text{ assigned to topic } T \text{ in the sentence.} \]
4. Multiply \(p(T|S)\) and \(p(W|T)\) to get the conditional probability that the word takes on each topic. Re-assign the word to the topic with the largest conditional probability.
5. The preceding process is repeated for each word in each sentence in the text until convergence is reached.

The LDA generates \(K\) topics, each of which is a combination of keywords, with each keyword contributing a certain weightage to the topic.

An example can be used to describe the LDA topic vector generation process. Assume we have two documents from which to construct the summary, as shown in Figure 2. These two documents discuss about appointing Chief of Defence staff (CDS) for improving the coordination between defensive forces. Assume we need to produce three topics from the provided text. When we apply LDA modeling to the input text, we get the topic and the related terms, as shown in Figure 2. It is clear from this that the first topic pertains to a defensive upgrade, the second topic relates to the necessity for CDS, and the third topic comprises terminology related to the establishment of CDS.

### 3.4 Relevance status value (RSV)

The next step is to determine the relevance of the sentence vector with the topic vector. The relevance of a sentence with a topic is roughly equal to the sentence-topic vector similarity. Commonly used similarity measures are Cosine similarity, Jaccard similarity, and Euclidean measure. To determine the RSV we compute the cosine of the angle between the topic vector and the sentence vector as in equation (1).

\[
\text{Cosine similarity } (T, S) = \frac{\sum_{i=1}^{n} T_i \ast S_i}{\sqrt{\sum_{i=1}^{n} T_i^2} \ast \sqrt{\sum_{i=1}^{n} S_i^2}},
\]

where \(T_i\) and \(S_i\) are the components of vector \(T\) and \(S\), respectively. As a result, for each topic vector and sentence vector pair, we have an RSV.

### 3.5 Sentence ranking

The sentences are ranked in decreasing order of RSVs and delivered to the summary generation phase. The sentences which are most similar to the \(K\) topic vectors are included in the summary.

### 3.6 Summary generation

The final phase in our approach is summary generation. It entails removing redundancy from the highest-scoring sentences. The number of documents to be summarized in multi-document summarization can be
As a result, the information redundancy in multi-document summarization is more severe than in single-document summarization. Controlling redundancy is essential. Maximal marginal relevance (MMR) and clustering are the two widely used methods for preventing duplication in summarization. The textual overlap between the sentence to be added to the output summary and the sentences in the generated summary text is used to determine redundancy in MMR. We start by inserting the first sentence from the ranking list into the summary. Then we look at the next one to see if it compares to the sentence(s) already in summary. Only the sentences that are not too similar to any of the sentences in summary (i.e., their cosine similarity is less than a threshold value of 0.66) are included in the summary. This process is repeated until the total length of the summary reaches the maximum length allowed. As a result, we can be confident that our final generated summary includes a wide range of information from the original input document.

Algorithm 1 provides the general phases of the proposed approach.

**Algorithm 1**: LDA with MMR-based MDS

**Input**
- \( D \): The merged document with \( n \) sentences, where \( D = \{ S_1, S_2, \ldots, S_n \} \)
- \( K \): The no. of topics for LDA modeling. (User defined)
- \( W \): The no. of words to be included in each topic. (User defined)
- \( C \): The no. of sentences to be included in the summary. (User defined)
Output $S'$: The extractive multidocument summary; where $S' \subset D$

1 Segment the document $D$ into sentences and perform the preprocessing steps:
   (i) Tokenization
   (ii) Punctuation removal
   (iii) Stopword removal
   (iv) Stemming
2 Generate the vector for each sentence in the document $D$.
3 Generate topic vector of the document $D$ using LDA modeling (top $W$ words assigned to $K$ topics)
4 Obtain the RSV for each sentence by determining the similarity between sentence vector and topic vector.
5 Rank the sentences according to RSV.
6 Perform MMR to generate the final summary $S'$:
   (i) Add the first sentence from the Ranklist to summary
   (ii) Compare the next sentence with the existing sentences in the summary
   (iii) If the similarity of the sentence to be added with existing summary sentences is less than 0.66 then the sentence is added to $S'$.
   Repeat steps (ii)–(iii) till the length ($S'$) < $C$.

4 Performance evaluation

4.1 Evaluation metric

We used the Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [34] for evaluation, namely ROUGE-N (ROUGE-1 and ROUGE-2), ROUGE-L, and ROUGE-SU4. ROUGE is a totally automated and cutting-edge method for evaluating text summarization. ROUGE-N determines the degree of similarity between the system summary and the reference summary based on the n-gram comparison and overlap. It is calculated as follows:

$$\text{ROUGE-N} = \frac{\sum_{S \in \text{Ref. Summary}} \sum_{\text{gram } n \in S} \text{Count}_{\text{match}}(\text{gram } n)}{\sum_{S \in \text{Ref. Summary}} \sum_{\text{gram } n \in S} \text{Count}(\text{gram } n)}, \quad (2)$$

where $N$ stands for the length of the $N$-gram and $\text{Count}_{\text{match}}(\text{gram } n)$ is the maximum number of $N$-grams that occur in both reference summary and candidate summary. The most commonly used ROUGE measures are ROUGE-1 and ROUGE-2, which determine the number of overlapping unigrams and bigrams, respectively. ROUGE-SU4 is a variant of ROUGE-SU, which is an enhanced version of ROUGE-S (Skip bigram) [41]. ROUGE-SU4 skips a maximum distance of 4 between the bigrams used. ROUGE-L evaluates the fluency of the summary using the longest common subsequence (LCS) method, which considers sentence-level structure similarity. Let $S$ be the system summary and $R$ the reference summary that contains $n$ words. ROUGE-L is calculated as follows:

$$\text{ROUGE-L} = \frac{\text{LCS}(S, R)}{n}, \quad (3)$$

where $\text{LCS}(S, R)$ is the length of the longest subsequence of $S$ and $R$.

4.2 Experiments and results

All experimental processes were performed using a computer with an Intel Core i5-8250 CPU 1.80 GHz and 8 GB RAM using Python.
Experiments were conducted on the dataset designed explicitly for summarization to get a detailed evaluation of the proposed LDA-based MDS system. We ran the model with 10, 20, 30, and 40% compression ratios (CRs). Furthermore, the performance of the suggested model was examined by altering the number of topics to 3, 5, and 9. Table 2 shows the results of the proposed MDS in terms of Recall, Precision, and F-measure for 10% CR. According to the table, the more compressed data with fewer topics have an excellent ROUGE score value and it gradually decreases when more topics are covered. Table 3 shows the ROUGE-1 and ROUGE-2 scores for different CRs on varying the number of topics as 3, 5, and 9. From the table, it can be seen that the model with nine topics performs better than other models.

Table 2: ROUGE values for the proposed model on varying the number of topics with 10% CR

<table>
<thead>
<tr>
<th># Topics</th>
<th>Measures</th>
<th>ROUGE-L</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-SU4</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Recall</td>
<td>0.33182</td>
<td>0.29502</td>
<td>0.28632</td>
<td>0.29163</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.82022</td>
<td>0.81915</td>
<td>0.78824</td>
<td>0.79737</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.47249</td>
<td>0.4333</td>
<td>0.42006</td>
<td>0.42706</td>
</tr>
<tr>
<td>5</td>
<td>Recall</td>
<td>0.29091</td>
<td>0.27586</td>
<td>0.23939</td>
<td>0.26543</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.64</td>
<td>0.6729</td>
<td>0.59754</td>
<td>0.60714</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.4</td>
<td>0.3913</td>
<td>0.34146</td>
<td>0.34955</td>
</tr>
<tr>
<td>9</td>
<td>Recall</td>
<td>0.28636</td>
<td>0.2567</td>
<td>0.23504</td>
<td>0.2435</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.64948</td>
<td>0.64423</td>
<td>0.56122</td>
<td>0.56854</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.39748</td>
<td>0.36712</td>
<td>0.33133</td>
<td>0.34097</td>
</tr>
</tbody>
</table>

The values in italics show the highest scores among the numbers in the table.

Table 3: ROUGE-1 and ROUGE-2 values for the proposed model on varying the number of topics for different CRs

<table>
<thead>
<tr>
<th># Topics</th>
<th>Measures</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Recall</td>
<td>0.29502</td>
<td>0.28632</td>
<td>0.46743</td>
<td>0.42735</td>
<td>0.68199</td>
<td>0.65385</td>
<td>0.75862</td>
<td>0.7265</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.82022</td>
<td>0.81915</td>
<td>0.58095</td>
<td>0.52083</td>
<td>0.55799</td>
<td>0.52577</td>
<td>0.54848</td>
<td>0.51672</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.4729</td>
<td>0.4338</td>
<td>0.42006</td>
<td>0.78824</td>
<td>0.79737</td>
<td>0.79737</td>
<td>0.80391</td>
<td>0.80391</td>
</tr>
<tr>
<td>5</td>
<td>Recall</td>
<td>0.27586</td>
<td>0.23932</td>
<td>0.57471</td>
<td>0.54701</td>
<td>0.62835</td>
<td>0.59402</td>
<td>0.72414</td>
<td>0.68803</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.6729</td>
<td>0.59574</td>
<td>0.65502</td>
<td>0.61244</td>
<td>0.57143</td>
<td>0.53053</td>
<td>0.5431</td>
<td>0.50789</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.3913</td>
<td>0.34146</td>
<td>0.61224</td>
<td>0.57788</td>
<td>0.59854</td>
<td>0.56048</td>
<td>0.62069</td>
<td>0.58439</td>
</tr>
<tr>
<td>9</td>
<td>Recall</td>
<td>0.2567</td>
<td>0.23504</td>
<td>0.47127</td>
<td>0.44444</td>
<td>0.69349</td>
<td>0.66667</td>
<td>0.79311</td>
<td>0.77778</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.64423</td>
<td>0.56122</td>
<td>0.62121</td>
<td>0.55026</td>
<td>0.58766</td>
<td>0.55516</td>
<td>0.59312</td>
<td>0.57233</td>
</tr>
<tr>
<td></td>
<td>F-score</td>
<td>0.36712</td>
<td>0.33133</td>
<td>0.53595</td>
<td>0.49173</td>
<td>0.6362</td>
<td>0.60583</td>
<td>0.67869</td>
<td>0.65942</td>
</tr>
</tbody>
</table>

The values in italics show the highest scores among the numbers in the table.

An experimental process was created in which the LDA-based MDS was compared with the Textrank-based MDS. Table 4 compares the ROUGE-1 values of the models for different CRs before eliminating the redundancy. This demonstrates that projecting sentences into topic space provides a more accurate representation of the input Malayalam documents while also delivering relevant information. When comparing the ROUGE-1 results of the 10% CR with the results of the 40% CR, from Table 4 it can be concluded that the F-score drops when the CR goes down because of the decrease in co-occurrence between the system summary and the reference summary.

The quality of text summarization is increased by eliminating redundancy. The accuracy of the final summary is improved considerably when a redundancy elimination component is used. The MMR algorithm was used to remove redundancy and improve information richness. A summary is obtained with less redundancy and more diversity in information on applying MMR to the rankings obtained after working with the LDA model. When comparing the findings in Tables 4 and 5, it is clear that removing redundancy enhances the quality of the final summary.
Table 4: ROUGE 1 values for the models for different CRs before redundancy removal

<table>
<thead>
<tr>
<th>Model</th>
<th>CR 10%</th>
<th>CR 20%</th>
<th>CR 30%</th>
<th>CR 40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text Rank</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall_avg</td>
<td>0.2222</td>
<td>0.3295</td>
<td>0.40909</td>
<td>0.49573</td>
</tr>
<tr>
<td>Precision_avg</td>
<td>0.63736</td>
<td>0.53086</td>
<td>0.54878</td>
<td>0.42963</td>
</tr>
<tr>
<td>F-score_avg</td>
<td>0.3295</td>
<td>0.40662</td>
<td>0.46875</td>
<td>0.46032</td>
</tr>
<tr>
<td>LDA Model (Proposed system) # Topics: 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall_avg</td>
<td>0.2567</td>
<td>0.47127</td>
<td>0.69349</td>
<td>0.7931</td>
</tr>
<tr>
<td>Precision_avg</td>
<td>0.64423</td>
<td>0.62121</td>
<td>0.58766</td>
<td>0.59312</td>
</tr>
<tr>
<td>F-score_avg</td>
<td>0.36712</td>
<td>0.53595</td>
<td>0.6362</td>
<td>0.67869</td>
</tr>
</tbody>
</table>

The values in italics show the highest scores among the numbers in the table.

Table 5: ROUGE 1 values for the models for different CRs after redundancy removal

<table>
<thead>
<tr>
<th>Model</th>
<th>CR 10%</th>
<th>CR 20%</th>
<th>CR 30%</th>
<th>CR 40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text Rank</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall_avg</td>
<td>0.27044</td>
<td>0.32143</td>
<td>0.50649</td>
<td>0.50649</td>
</tr>
<tr>
<td>Precision_avg</td>
<td>0.6729</td>
<td>0.61353</td>
<td>0.60129</td>
<td>0.62738</td>
</tr>
<tr>
<td>F-score_avg</td>
<td>0.3913</td>
<td>0.54274</td>
<td>0.65385</td>
<td>0.68323</td>
</tr>
<tr>
<td>LDA Model (Proposed system) # Topics: 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall_avg</td>
<td>0.27586</td>
<td>0.48659</td>
<td>0.71648</td>
<td>0.75</td>
</tr>
<tr>
<td>Precision_avg</td>
<td>0.6279</td>
<td>0.61353</td>
<td>0.60129</td>
<td>0.62738</td>
</tr>
<tr>
<td>F-score_avg</td>
<td>0.3913</td>
<td>0.54274</td>
<td>0.65385</td>
<td>0.68323</td>
</tr>
</tbody>
</table>

The values in italics show the highest scores among the numbers in the table.

Figure 3 depicts Malayalam document summarization using topic model representation and MMR for summary creation. A document collection is randomly selected including two news items to demonstrate sentence ranking using LDA and the extractive summary of our algorithm. As can be seen, the suggested technique assigns the highest rank to Sentence 1 of Document 2, which is referred to as 2_1. This is because the LDA methodology generates “pradhanamanthri,” “mechapeduthuka,” “pradhiraatha,” “medhavi” as...
topic words with high probability (as shown in Figure 2), and hence sentence 2_1 has the most similarity with the topic vector constructed using these terms. The proposed methodology incorporates the sentences that cover the majority of the topic words in the input document in the summary. After the proposed model calculates the first rank of each sentence, the MMR algorithm is used to re-rank the sentences and eliminate redundant information, which consists of deleting unwanted sentences that are identical to already picked sentences. Sentences 2_1 and 2_4 contain the same information. When MMR is used, the final summary is devoid of repetition.

The proposed technique was tested using the DUC-2003 dataset created by NIST² (National Institute of Standards and Technology), to assess the multi-document summarizing task for English. Table 6 displays the ROUGE-1 result for DUC2003. The results suggest that the proposed technique works well with the English language.

Table 6: ROUGE score comparison on DUC-2003 English dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Textrank</td>
<td>0.44703</td>
<td>0.20462</td>
<td>0.21490</td>
</tr>
<tr>
<td>Proposed model</td>
<td>0.48821</td>
<td>0.22471</td>
<td>0.24968</td>
</tr>
</tbody>
</table>

To assess the performance of the proposed method, it was compared to some of the previous works on summarization in Indian languages. In ref. [42], the authors experimented on 100 news articles in Hindi, Punjabi, Marathi, and Tamil language using the four techniques used in Indian languages. They are Graph-based technique for Hindi, a hybrid model for Punjabi, Textrank-based technique for Marathi, and semantic graph-based method for Tamil. Table 7 demonstrates that our proposed method outperforms previous research in various Indian languages, despite the fact that the other languages’ studies were done on single documents, but this offers a reference point. It is evident from the table that our model outperformed all existing studies in Indian languages. Our method for extractive summarization of multiple Malayalam documents has been demonstrated to be efficient.

Table 7: ROUGE-1 Precision, Recall, F-score comparison with previous research in Indian languages

<table>
<thead>
<tr>
<th>Methods</th>
<th>Language</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph based [43]</td>
<td>Hindi</td>
<td>0.44</td>
<td>0.32</td>
<td>0.37</td>
</tr>
<tr>
<td>Hybrid [19]</td>
<td>Punjabi</td>
<td>0.45</td>
<td>0.21</td>
<td>0.29</td>
</tr>
<tr>
<td>Textrank [21]</td>
<td>Marathi</td>
<td>0.43</td>
<td>0.27</td>
<td>0.33</td>
</tr>
<tr>
<td>Semantic graph [22]</td>
<td>Tamil</td>
<td>0.42</td>
<td>0.31</td>
<td>0.35</td>
</tr>
<tr>
<td>Proposed model</td>
<td>Malayalam</td>
<td>0.63</td>
<td>0.75</td>
<td>0.68</td>
</tr>
</tbody>
</table>

The values in italics show the highest scores among the numbers in the table.

5 Conclusion

This article proposes a topic modeling method for automatic extractive multi-document summarization for Malayalam documents. LDA-based topic models are employed to extract dominating topic terms from texts. The proposed method makes a significant addition by presenting a generalized mechanism that replaces the provided documents into a reduced size dimension with the topic vector that determines the relevance

² https://duc.nist.gov
of the sentences. Furthermore, a redundancy removal component was used to diversify the contents in the final summary.

A dataset for MDS in Malayalam that consists of clusters of news articles paired with summaries of news events, was used without which it would be impossible to complete this study. Later on, experiments have been performed on two MDS datasets, Malayalam and English, individually to ensure the effectiveness of the automated summary of the proposed model. The experimental analysis revealed that the results of the strategy were more encouraging and stimulating than the baseline model. This article presented a comparative analysis with the summarization works done in Indian Languages to conclude that LDA gives a higher ROUGE value than other text summarization techniques used in Indian Languages.

Although the proposed model automatically generated a non-redundant summary from several sources, it was not as coherent as a human summary. However, most of the time, the readers could comprehend the summary. Even though the work has been implemented and evaluated for the Malayalam language, it can also be adapted for any other language. In future, it is proposed to incorporate topic modeling methodology in other techniques of extractive text summarization like graph-based method and evolutionary algorithms.
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