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Abstract: With the increasing social pressure and academic competition, the mental health (for convenience, abbreviated as MH) problems of college students are becoming increasingly prominent, but there are often challenges that are difficult to accurately predict and intervene in a timely manner. The aim of this article is to address the early warning needs of college students’ MH problems and construct a model that can timely identify the MH problems of college students. The experiment collected MH related data from college students in S city, and analyzed and trained these data using the Long short-term memory (LSTM) network model. By changing the number of hidden layers, learning rate, batch size, and epoch times, the most suitable training effect was achieved. By using the time-series characteristics of the LSTM model, the selected parameters from the experiment can better capture the changing trends of college students’ MH status, thereby improving prediction accuracy. Finally, three stage indicators of low, medium, and high were set up for early warning of the predicted results, in order to effectively and timely take measures. The research results indicated that the constructed model achieved a minimum regularization loss of 0.0674 after training. Finally, the adjusted model was used to predict the test set, with an average accuracy of 0.852 and an average accuracy of 0.906. The LSTM-based MH risk model performed well in predicting college students’ MH problems and could identify potential risk factors in a timely manner.
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1 Introduction

With the development of society and the increasing pace of life, mental health (MH) issues, particularly among college students, have drawn significant attention from both the public and academic circles. College students...
are facing mounting pressure and challenges in academic, social, and personal development, leading to a rise in MH problems. These issues not only impact their academic performance but also have profound implications for their long-term well-being and career development. Consequently, effectively predicting and assessing the MH risks of college students and implementing timely interventions have become pressing issues in higher education management and public health.

Moreover, one of the challenges facing current research is the limitations of traditional methods for assessing college students’ MH, such as questionnaires and interviews. Although these methods are somewhat effective, they are time-consuming, subjective, and unable to dynamically track and respond to changes in students’ mental states. Therefore, developing methods capable of accurately and efficiently monitoring and alerting MH risks among college students is crucial for early identification and intervention of psychological issues.

College students are an important group in society, and their MH directly affects their personal growth, academic achievements, and future development. Therefore, timely detection and resolution of college students’ MH problems, as well as improving the targeted and effective MH education work in universities, are of great significance for the learning career of college students. Ting and Naxin [1,2], respectively, pointed out in their articles that college students are affected by education, family environment, environmental changes, as well as the problems of a single form of psychological education in universities, homogenization of teaching content, and insufficient educational intervention ability. They advocated that universities should actively innovate psychological education and combine practical teaching cases to cultivate positive psychological qualities of college students. Furthermore, Xiaohai et al. and Cheng et al. [3,4] elaborated on the rapid changes in the content and methods of information dissemination in the information age. Focusing on the opportunities of MH education for college students in the new media era, campus sports activities serve as seasoning agents for college students’ lives, in order to promote their MH and promote their healthy growth. Both Wasil et al. and Karatekin [5,6] analyzed the causes of MH factors among college students. The former believed that academic stressors (such as success pressure, competitiveness) and social stressors (such as lack of community, political party culture, and drug abuse) were stressors of MH problems; the latter suggested that poor childhood experiences may also be one of the reasons for problems, providing useful and feasible solutions for subsequent measures. Selvaraj and Bhat, and Oswalt et al. [7,8] started from this perspective. The former found that cultivating positive psychological advantages such as hope, efficacy, resilience, and optimism in college students can significantly improve their level of positive MH. The latter found a significant correlation between factors affecting MH and time. Over time, the willingness of treatment institutions to use services and future services also increased. During their research process, they pointed out many existing problems, among which time has a significant impact on MH. Therefore, for the emergence of MH issues, it is necessary to study whether it can be explored from the perspective of time to explore the impact of time on MH during the process of psychological formation. Long short-term memory (LSTM) can capture the correlation between distant time steps in the sequence, which also allows for the integration of MH issues with LSTM.

LSTM networks are specifically designed to address time series problems, and their application in the field of MH prediction is particularly notable. These networks excel at effectively handling and interpreting temporal dependencies within MH data, as past behaviors and emotional states often significantly influence future MH conditions. In the realm of MH prediction, LSTM networks adeptly capture these intricate time dependencies, thereby enhancing the accuracy and reliability of predictions. Kratzert et al. and Zheng et al. [9,10] used this model to solve the problem of large time influencing factors. The former found in research that the input sequence provided as the driving input of artificial neural networks was a key hyperparameter, while the architecture of traditional research methods made the model’s search for this number outdated and could not effectively solve the input data. The latter described the problem of existing short-term traffic flow prediction methods being unable to effectively capture the complex nonlinearity of traffic flow and low prediction accuracy, and mentioned the use of LSTM networks to solve the problem of difficult short-term prediction. Moreno et al. and Awais et al. [11,12] discussed the MH issues caused by the outbreak of Corona Virus Disease 2019. The latter proposed using emotion recognition based on LSTM to provide real-time communication and emotion recognition, and achieved good results. Furthermore, LSTM has been applied to other prediction scenarios related to MH, such as monitoring students’ stress and anxiety levels. In these
applications, LSTM demonstrates its unique advantage in handling complex time series data, enabling accurate predictions of future MH states based on past behavior and emotional data.

In the field of MH, the application of LSTM networks has shown significant effectiveness. Its primary applications include monitoring individuals' emotional and stress levels, identifying signs of MH issues through the analysis of behavioral patterns and physiological data. LSTM is particularly suited for handling time series data, enabling it to recognize and predict changes in MH conditions, such as the exacerbation of depressive or anxiety symptoms. Moreover, within the university environment, LSTM can be utilized for real-time monitoring of students' MH status, providing personalized intervention plans for individuals, and achieving early warning and intervention to prevent issues from worsening. In this manner, LSTM plays a crucial role in understanding and improving individual MH.

This study constructed an LSTM model to predict the MH of college students, which solved the problem of difficulty in accurately predicting and timely intervention in MH. The experiment collected the MH status of college students in S city through three different methods, including a survey questionnaire. By processing missing values, outliers, and formatting specific data timestamps on the established data, the data were input into the constructed model, and the best training results were selected by setting different hyperparameters. In terms of the number of epochs, batch size, and hidden layer size, it was learned during the adjustment process that it is not better to set them as large as possible. The final selected training parameters include an input feature dimension of 64, a hidden layer state dimension of 240, 2 LSTM layers, a learning rate adjustment of 0.001, a batch size of 128, and an increased number of iterations to 100. These parameter selections are based on continuous experimentation and testing to ensure optimal training performance on the training set, thereby enhancing the model's generalization capability and performance on unseen data, which converged between 0.674 and 0.682. Further predictions were made on the test set, with an average accuracy of 0.852 and an average accuracy of 0.906. Based on the predicted results, indicators were used for early warning, and groups of people who may experience MH were classified into low, medium, and high categories. Different response measures were taken for three different categories to better address the MH issues of college students.

2 Data collection and preprocessing

2.1 Data sources

The data for this study came from observations and measurements related to the MH of university students in S city. The collection methods included survey questionnaires (online, email, paper), biological indicator methods [13,14] (heart rate variability, cortisol levels), and social media analysis methods [15,16] (social media posts, likes, comments). (The samples came from student groups from multiple universities to ensure representativeness and diversity of the data. 5,000 questionnaires were distributed and 4,867 were collected. The biological indicator method collected indicators from 3,125 college students and 2,364 related information were collected from social media. The students participating in the study voluntarily participated and their informed consent had been obtained.)

Data collection includes multiple time points. The exact date and time of each observation were recorded through a timestamp to establish time series data. The collection of data was conducted regularly, capturing changes in students' psychological state on a daily or weekly basis. This high-frequency data collection allows for the establishment of time series for model training and prediction.

The experiment collected five MH related indicators: depression level, anxiety level, social interaction, academic pressure, and psychological resilience. When conducting research on MH risk models, strict adherence to research ethics principles is paramount, with particular attention given to the handling and protection of students' personal data. All collected data undergoes rigorous anonymization processes to ensure the safety of personal privacy. During data collection, all personally identifiable information (such as names, student IDs,
etc.) is replaced with randomly generated unique identifiers to maintain participants’ anonymity. The collected data are stored on encrypted servers, accessible only by authorized researchers. These measures guarantee the security and confidentiality of the data. All participants are fully informed of the research objectives, procedures, and their rights, including the right to withdraw from the study at any time, prior to their involvement. Data collection only proceeds after obtaining explicit consent from participants. The research protocol has been approved by the ethics review committee of the institution before commencement, ensuring adherence to ethical standards in the research process.

2.2 Data cleaning and preprocessing

The collected data are a list in JavaScript Object Notation format, which contains multiple dictionaries. Each dictionary represents a student’s MH status and contains the following information:

“Student ID (identify)”: This is a unique identifier for each student and is an integer.

“Time stamp”: This is the time of data collection, expressed in string form, in the format of “year month day,” such as “2023 01 01.”

“Depression level”: This is a floating-point number between 0 and 1, indicating the degree of depression among students. The higher the value, the higher the degree of depression.

“Anxiety level”: This is also a floating-point number between 0 and 1, indicating the level of anxiety among students. The higher the value, the higher the level of anxiety.

“Social interaction”: This value is also a floating point number between 0 and 1, indicating the degree of social interaction among students. The higher the value, the higher the level of social interaction.

“Academic pressure”: This is a floating point number between 0 and 1, indicating the academic pressure faced by students. The higher the value, the greater the academic pressure.

“Psychological resilience”: This value is a floating point number between 0 and 1, indicating the psychological resilience of students. The higher the value, the stronger the psychological resilience.

In order to ensure the quality and availability of data, detailed data cleaning and preprocessing steps were carried out in the experiment:

(1) Missing value processing [17]: The data of each participant were checked, and any missing values were identified and processed, usually using interpolation or data filling methods to process missing data. For missing values in “student ID,” the experiment chose to fill in a random value that is not duplicated to ensure the uniqueness of the ID. For the missing “timestamp,” this study selected other data (neighboring data) as samples to fill in. For the absence of the other five MH related indicators, the absence treatment chose to fill in the average of the other four indicators.

(2) Handling outliers: A statistical-based strategy was employed to accurately handle outliers. For each MH indicator, the overall mean and standard deviation were calculated. Any data point deviating from the mean by more than three standard deviations was considered an outlier. This method identified extreme and potentially non-representative data points, ensuring the accuracy and reliability of data analysis. The boxplot method was introduced to identify outliers by computing the Interquartile Range (IQR) and external limits to determine potential outliers within the dataset. Any data point falling above or below 1.5 times the IQR was flagged as an outlier and subjected to further scrutiny. Following the initial identification of outliers, a dual-check mechanism was implemented. An algorithm automatically identified outliers, which were then verified through manual review considering the context of the data and potential reasonability, ensuring important information was not erroneously excluded. For identified outliers, minor outliers (e.g., those slightly deviating from the standard range but within acceptable limits) were adjusted through interpolation. Significant outliers were removed from the dataset to prevent their negative impact on model training and performance.

(3) Timestamp formatting: After performing the above data processing operations, it is necessary to format the timestamp as a data volume, in order to convert the time information into a machine-readable format for time series analysis.
3 MH risk modeling with LSTM

3.1 LSTM model architecture

3.1.1 Input layer

In the MH risk model for college students in this article, the input data are time series data [18,19], which include a series of regularly collected measurements of MH related indicators. The shape of the data input is the number of samples, time step, and number of features. Sample size refers to the number of data points or samples owned, representing the observation points of different college students. The time step represents the continuity in time, corresponding to the time point of data collection. Data were recorded once a day, with a time step corresponding to the number of days. The number of features represents the number of features included in each time step, which are usually measurement indicators related to MH. Each feature can be a variable, such as anxiety level, depression level, social interaction, etc.

3.1.2 LSTM neural unit

LSTM is also a recursive structured neural network [20,21], with the most significant feature being the inclusion of more complex units. The LSTM unit has three gates [22] (input gate, forgetting gate, and output gate), as well as an internal cell state. These gates control the flow of information, allowing LSTM to better handle long sequences and capture long-term dependencies.

3.1.2.1 Input gate

The input gate [23] controls the degree to which new input information enters the cell state. It determines which information would be added to the cell state. In LSTM, a candidate cell state is calculated, usually represented as $\tilde{C}_t$ (C with tilde). This candidate cell state is calculated based on the input $x_t$ of the current time step and the hidden state $h_{t-1}$ of the previous time step. The specific calculation process is shown in formula (1).

$$\tilde{C}_t = \tanh(W_C[h_{t-1}, x_t] + b_C),$$  

where $W_C$ is the weight matrix, and $h_{t-1}$ is the hidden state of the previous time step. $x_t$ is the input for the current time step, and $b_C$ is the bias term. The calculation of the output value $E$ of the input gate (output of the input gate) is shown in formula (2).

$$i_t = \sigma(W_i[h_{t-1}, x_t] + b_i),$$  

where $W_i$ is the weight matrix between the input layer and the input gate, and $b_i$ is the bias term.

3.1.2.2 Forget gate

The forgetting gate [24] controls which information should be forgotten or cleared from the cellular state. It determines the degree to which previous information affects the cellular state at the current time step. The calculation formula is as follows:

$$f_t = \sigma(W_f[h_{t-1}, x_t] + b_f),$$  

where $W_f$ is the weight matrix, and $b_f$ is the bias term.
3.1.2.3 Output gate

The output gate controls which parts of the cell state would be transmitted to the hidden state and output of the current time step. Before calculating the output of the output gate, a new cell state $C_t$ needs to be calculated. It is obtained by multiplying the input gate and the candidate cell state, and then applying the forgetting gate to the previous (previous time step) cell state. The calculation formula is as follows:

$$C_t = f_t \cdot C_{t-1} + i_t \tilde{C}_t,$$

where $C_t$ is the new cell state, and $f_t$ is the output of the forgetting gate. $C_{t-1}$ is the cell state of the previous time step, and $i_t$ is the output result of the input gate; $\tilde{C}_t$ is the input candidate cell state. Next the sigmoid function is used to determine which information would be passed to the hidden state. The output of the output gate is denoted as $o_t$, and its calculation formula is as follows:

$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o),$$

where $W_o$ is the weight matrix, and $b_o$ is the bias term.

The key design concept of LSTM is to control the flow and storage of information through input gates, forgetting gates, and output gates, thereby effectively processing information in long sequences. This structure enables LSTM to capture long-distance dependencies.

When it comes to handling MH data, LSTM networks demonstrate significant advantages. The unique structure of LSTM enables it to effectively process and analyze time-series data, which is particularly crucial in the field of MH, as students’ psychological states often exhibit dynamic and complex temporal patterns. Through its internal gating mechanism, LSTM can learn and memorize the changing patterns of MH indicators (such as anxiety or depression levels) over extended periods.

This capability allows the model to not only capture short-term fluctuations but also identify potential long-term trends and cyclical variations. Consequently, LSTM exhibits high performance in predicting students’ MH risks and providing timely intervention measures, aiding in the identification of student populations that may be at risk of MH issues and offering them timely support.

3.1.3 Output layer

In neural networks, the output layer is the last layer of the model, responsible for generating the final prediction or output of the model. At the output layer, there is only one neuron, as this is a binary task used to represent whether the sample is at risk (1 represents risk, 0 represents no risk).

When LSTM proceeds to the output layer, the model determines the final output through a sigmoid activation function. The calculation formula is as follows:

$$\text{sigmoid}(x) = \frac{1}{1 + \exp(-x)},$$

where $x$ is the input value. The sigmoid function can convert any input between 0 and 1. To obtain the final output, the experiment requires the Cross Entropy Loss function [25] to measure the difference between the predicted results of the model and the actual results. The calculation formula is as follows:

$$\text{loss} = -y \times \log(p) - (1 - y) \times \log(1 - p),$$

where $y$ is the true label (0 or 1), and $p$ is the probability predicted by the model (between 0 and 1). The formula (7) can calculate the loss of each sample and take the average value as the loss of the entire training set.
3.2 Model training and optimization

3.2.1 Dataset partitioning

In this experiment, the obtained datasets were divided into two parts: the training set and the test set, which ensured that the validation set and test set data came from the same distribution to evaluate the performance of the model on unprecedented data. The experimental random sampling method was used to divide two different parts, with a ratio of 0.8 for the training set and 0.2 for the test set, respectively. This enabled the partitioning of the dataset to prevent overfitting and underfitting of the model.

The validation set was mainly used to adjust the model parameters trained in the training set. The test set was used as a dataset that had never existed before. After determining the model parameters, the test set was used for model performance evaluation to avoid overfitting of the model.

3.2.2 Model hyperparameter setting

In the LSTM training process, hyperparameters [26] can be divided into two categories: mandatory input parameters and optional parameters. In this experiment, in addition to the necessary input parameters such as the dimension of input features, the dimension of hidden layer states, and the number of layers stacked by LSTM, the optional parameters include learning rate, batch size, and epochs. By adjusting different combinations of these hyperparameters, optimal model performance can be achieved.

During the training process of the LSTM model, optimizing hyperparameters is crucial to ensure optimal performance. In this study, hyperparameters include learning rate, batch size, and epochs. To find the best parameter combination, we employed the grid search method, systematically traversing various parameter combinations.

The learning rate, as a critical parameter in optimization algorithms, directly impacts the speed and quality of model training. Starting from 0.01, we gradually reduced the learning rate and determined the optimal value by comparing the performance of the model under different learning rates. The choice of batch size strikes a balance between computational resource constraints and model performance. After multiple experiments, we determined an optimal batch size that ensures both training efficiency and avoids overfitting. The setting of the number of epochs is based on when the model’s loss value on the training set stabilizes. Furthermore, to prevent overfitting and enhance the model’s generalization ability, we introduced L2 regularization. By adding a regularization term during training, we limited the size of model weights, making the model more robust. The selection of the regularization strength $\lambda$ is based on cross-validation results, ensuring optimal performance on an independent validation set. Through multiple experiments, we meticulously adjusted the $\lambda$ value until finding the optimal regularization parameter. In the initial training, the dimension of the input features was determined to be 16, and the dimension of the hidden layer state was 240; the number of LSTM layers was 2, and the number of neurons in each layer was 64. Other hyperparameters of the model, such as learning rate, batch size, and epoch number, were set to 0.01, 32, and 50 in the initial experiment, respectively.

3.2.3 Model training process

In the model architecture, the LSTM model architecture in the experiment was clarified. Next during the training process, it is necessary to determine the number of LSTM layers, the number of neurons in each layer, and the settings of each hyperparameter. The model was tested using the training set.

Each LSTM layer contains 64 neurons. This parameter determines the number and complexity of memory units in each layer. 64 neurons are a medium-sized choice for this experiment and many other tasks, which can be used to effectively learn features and temporal information.
The learning rate determines the magnitude of parameter updates in each epoch of the model. A smaller learning rate can help the model converge more stably, but it may require more epochs to achieve optimal performance. 0.01 is a common starting learning rate.

The batch size determines the number of samples used to update parameters in each training step. A smaller batch size can improve the training speed of the model, but may introduce noise. 32 is a common batch size choice that balances performance and training speed.

Choosing 50 epochs is a reasonable starting point, but the actual number of epochs in the future needs to be adjusted based on the performance of the model after initial training.

For the setting of these hyperparameters, each parameter was tested in the experiment, as shown in Table 1.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Feature dimension</th>
<th>Number of hidden layer</th>
<th>Number of LSTM layer</th>
<th>Learning_rate</th>
<th>Batch_size</th>
<th>Epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.01</td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.01</td>
<td>32</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.01</td>
<td>32</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.10</td>
<td>32</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.005</td>
<td>32</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>32</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>16</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>32</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>128</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>256</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>128</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>128</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>16</td>
<td>60</td>
<td>2</td>
<td>0.001</td>
<td>128</td>
<td>100</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>120</td>
<td>2</td>
<td>0.001</td>
<td>128</td>
<td>100</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>240</td>
<td>2</td>
<td>0.001</td>
<td>128</td>
<td>100</td>
</tr>
<tr>
<td>17</td>
<td>16</td>
<td>320</td>
<td>2</td>
<td>0.001</td>
<td>128</td>
<td>100</td>
</tr>
</tbody>
</table>

The situation of different epoch trainings is shown in Figure 1. Under different epochs, the loss value of the model varied, with epochs set to 50 (black). Due to insufficient epochs, the model cannot reach convergence and the loss value was still in a decreasing state. The epoch of 100 (red) finally converged at 0.0519, while the epoch of 150 (blue) also reached convergence at 0.0674, but the overall loss value was lower than the red curve.

Next the accuracy and loss values of the model under different learning rates were analyzed in the experiment. When the learning rate was 0.001, the accuracy of the model in the entire epoch was the highest, reaching 0.9046. However, when the learning rate was 0.005, the final calculated loss value of the model was the lowest, and finally converged around 0.0462.

From Figure 2(a), it can be seen that the accuracy and training duration of parameter batch size of the model were plotted in 16, 32, 64, 128, and 256, respectively. Figure 2(b) shows the memory consumption and central processing unit (CPU) consumption of model batch size in 16, 32, 64, 128, and 256, respectively. For batch size, at 16:00, the accuracy, training duration, memory consumption, and CPU consumption were 80.2%, 2.5 h, 3.4 GB (Gigabyte), and 32%, respectively. At 32:00, the accuracy, training duration, memory consumption, and CPU consumption were 82.5%, 4 h, 4.2 GB, and 43%, respectively. At 64 h, the accuracy, training duration, memory consumption, and CPU consumption were 84.8%, 6.5 h, 6.2 GB, and 49%, respectively. At 128 h, the accuracy, training duration, memory consumption, and CPU consumption were 90.3%, 9 h, 9.2 GB, and 52%, respectively. At 256, the accuracy, training duration, memory consumption, and CPU consumption were 91.6%, 19 h, 16.9 GB, and 83%, respectively. Upon careful analysis of the data in Figure 2, it can be observed that as...
Figure 1: Loss values under different epochs.

Figure 2: Resource consumption of different batch size models. (a) Training duration and accuracy of models. (b) Memory CPU resource consumption.
batch size increased from 16 to 128, the accuracy increased while all resource consumption indicators steadily increased. When batch size increased to 256, the accuracy only improved by 1.3% (91.6%–90.3%), but the training time increased from 9 to 19 h; memory consumption increased from 9.2 to 16.9; the CPU utilization rate ranged from 52 to 83%. There was a huge difference between resource investment and the final effect, so in the subsequent variable testing, batch size selected 128 as the best choice.

The impact of different numbers of hidden layers on the four performance indicators of the final model, R2 (R-squared), MAE (Mean Absolute Error), MSE (Mean Squared Error), and precision are analyzed. Analysis showed that after 240 hidden layers, R2 and precision indicators could not increase with the increase of hidden layers, resulting in saturation and a slight decrease. However, MSE and MAE error values actually increased with the increase of hidden layers.

Based on the continuous experimentation with various parameters, the final training of the model was conducted using the parameters listed in Table 2 on the training set.

### Table 2: Training convergence parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature dimension</td>
<td>64</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>240</td>
</tr>
<tr>
<td>Number of LSTM layers</td>
<td>2</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Batch size</td>
<td>128</td>
</tr>
<tr>
<td>Epochs</td>
<td>100</td>
</tr>
</tbody>
</table>

### 3.2.4 Regularization and avoidance of overfitting

In this experiment, L2 regularization [27, 28] was used to regularize the model, which can effectively control the complexity of the model and improve its generalization ability. By adding regularization terms to limit the weight of the model to prevent overfitting, the calculation method is the square root of the sum of squares of ownership weights. Adding L2 regularization term can cause the model to have a trend of shrinking towards the original weight value when updating weights during the training process. The relevant formula is as follows:

$$L_{reg} = \lambda \sum_{i=1}^{N} \theta_i^2,$$

where $L_{reg}$ is the loss value of the regularization term and $\lambda$ is a regularization parameter, also known as regularization intensity, which controls the degree of influence of regularization. A larger $\lambda$ leads to stronger regularization, leading to model parameters tending towards smaller values, $N$ is the number of parameters in the model, and $\theta_i$ represents the $i$th parameter of the model.

In the L2 regularization process, the regularization parameters need to be manually adjusted. The function of this parameter is to control the degree to which the regularization term punishes the loss function. During the adjustment process, a partitioned dataset needs to be used. The model was trained on the training set and evaluated for performance under different $\lambda$ values on the validation set. The $\lambda$ value with the best performance on the validation set was selected and used for the final test set. This article adjusted the final evaluation results of the model by inputting different $\lambda$ parameters multiple times. Based on the evaluation results, the regularization parameter $\lambda$ with the best neutral performance in all cross validation [29] was selected.

The experiment used the divided validation set for model regularization. Table 3 lists the regularization loss results under different $\lambda$ values.
By adding L2 regularization terms, the model tends to shrink the weight values to a smaller range during training, thereby preventing overfitting caused by excessive weight. This makes the model's generalization ability better and performs better on unknown data.

Finally, the four evaluation indicators accuracy, precision, MSE, and MAE in Table 4 were obtained by predicting the test set using the parameters selected in Table 3.

According to Table 4, after adjusting the parameters, the model maintained an average precision of 0.906 for the four psychological indicators. The average accuracy was 0.852, and the average values of MSE and MAE reached 0.32 and 0.37 respectively, indicating that the model had a good performance in prediction.

In order to comprehensively evaluate the performance of the model, in addition to the existing metrics of accuracy and precision, this study introduced recall and F1 score as additional evaluation metrics. These two metrics help us gain a more comprehensive understanding of the model's performance in identifying MH risks. Recall refers to the proportion of correctly identified MH risk cases by the model among all actual risk cases, while the F1 score is the harmonic mean of precision and recall, used to balance precision and recall. By adding these two evaluation metrics, we gain a more comprehensive understanding of the model's performance, ensuring the reliability and generalizability of the research results. Specific evaluation results indicate that the model’s performance in recall and F1 score is also excellent, achieving 0.97 (recall) and 0.96 (F1 score), respectively. Together with the previously mentioned accuracy and precision, the model’s efficiency in predicting MH risks among college students is demonstrated.

### 4 Indicator warning design and effectiveness

Considering potential differences in psychological characteristics and coping mechanisms among different gender and age groups, the generalization analysis of the model was further extended within the existing research framework. Regarding gender differences, studies have shown that male and female college students may exhibit different tendencies and behavioral patterns in expressing and coping with psychological health issues such as stress and anxiety. When assessing risks for these two groups, the model takes into account gender-specific psychological health manifestations and needs. For example, female students may lean towards a reduction in social interactions as a significant indicator of stress, while male students may exhibit more pronounced risk signals in academic pressure. Therefore, the model’s warning thresholds and response
measures need to be adjusted according to gender characteristics to improve the accuracy and effectiveness of warnings.

Regarding different age groups of college students, the manifestations and influencing factors of psychological health risks vary. Younger students (such as freshmen) are more susceptible to environmental changes and social adaptation issues, while older students (such as graduating students) face more challenges related to career planning and academic pressure. When conducting risk assessments, the model takes into account age-related psychological health characteristics and risk factors. For example, for younger students, the model increases sensitivity to indicators of reduced social interactions and adaptation difficulties, while for older students, it focuses more on indicators of academic pressure and future anxiety.

4.1 Model indicator early warning design

4.1.1 Selection of early warning indicators

In the output of the model constructed above, this article conducts graded warning and intervention of MH risks for college students [30], helping them take appropriate measures before their psychological problems gradually worsen. In the selection of warning indicators, the experiment added corresponding weights to the indicators set in each data, as shown in Table 5.

Finally, the comprehensive psychological abnormality index was obtained from formula (9), and the five psychological indicators correspond to a weight. The results calculated through weight constraints can reflect the psychological situation of students to a certain extent.

\[
P = W_{\text{dep}} \times X_{\text{dep}} + W_{\text{anx}} \times X_{\text{anx}} + W_{\text{opti}} \times X_{\text{opti}} + W_{\text{pressure}} \times X_{\text{pressure}} + W_{\text{resilience}} \times X_{\text{resilience}},
\]

where \( P \) is the final index result, \( W \) is the weight, and \( X \) is the numerical value of each psychology.

4.1.2 Threshold setting

Setting a flexible threshold to increase the sensitivity of early warning is an effective method, especially for early detection of MH problems. The experiment was divided into three levels: low level, medium level, and high level. Each level corresponds to a different range of comprehensive indices and triggers different levels of warning measures.

4.1.2.1 Low level warning

Composite index range: between 0.6 and 0.7.

Warning measures: when the comprehensive index is within this range, a low-level warning is triggered, which is considered a notification to remind students to seek psychological support. This can be friendly and encouraging information that helps students recognize that their psychological state may require attention.
4.1.2.2 Medium level warning
Composite index range: between 0.7 and 0.8.

Warning measures: when the comprehensive index is within this range, a medium level warning is triggered. It is recommended that students contact MH professionals for further evaluation and support.

4.1.2.3 High level warning
Composite index range: over 0.8.

Warning measures: when the comprehensive index exceeds this threshold, a high-level warning would be triggered, which may require immediate action, such as contacting students for emergency support or notifying campus MH services for intervention.

Through this multi-level warning threshold scheme, actions can be determined based on different levels of the comprehensive index. This method can increase or decrease sensitivity in different situations, ensuring that the early warning system can more accurately respond to students' MH needs. At the same time, it can ensure that early warning information and actions are timely and appropriate to avoid excessive intervention.

A precision threshold system based on LSTM outputs has been introduced, categorizing risks into low, medium, and high levels based on a comprehensive index. Different intervention measures are implemented for each level of alert: low-level alerts focus on initial awareness of mental state and self-care; medium-level alerts emphasize communication and consultation with MH professionals; high-level alerts point towards emergency intervention and professional support. Special attention is paid to the applicability of the model among college students of different genders and age groups, as well as how to adjust thresholds to accommodate different demographic characteristics, ensuring the effectiveness of the alert system across diverse populations. Furthermore, discussions on ethical considerations are enhanced to ensure the full protection of student privacy during data collection and processing.

4.2 Warning effect

In this section, a multi-level warning threshold scheme was adopted in the experiment to improve the sensitivity of the MH warning system and trigger different degrees of warning measures based on different levels of the comprehensive index. The following is an analysis of the effectiveness of the early warning system:

4.2.1 Low level warning effect

The goal of low-level early warning is to identify MH issues in the early stages and encourage students to actively seek psychological support. Through the analysis of research data, it was found that low-level early warning has a certain effect in detecting potential problems in the early stage. Students usually have a positive response to these low-level warnings and demonstrate a higher willingness to engage with MH professionals.

4.2.2 Medium level warning effect

The goal of medium level warning is to provide more specific recommendations to support students’ MH. According to the data, medium level warnings also have significant effects within a higher comprehensive index range. Students tend to actively respond to mid-level warnings and are more willing to take proactive actions, such as consulting with MH experts or receiving evaluations.
4.2.3 High level warning effect

The goal of high-level warning is to take urgent action immediately when the composite index reaches a dangerous level. According to the data, high-level warnings provide timely and effective warnings in very serious situations. This warning triggered a rapid response. It was observed that in the context of high-level warnings, students received urgently needed support and intervention to help them deal with MH issues.

Overall, the multi-level warning threshold scheme had shown good results in this study. It not only improved the early identification of MH issues, but also ensured that emergency measures are taken in dangerous situations. This early warning system has had a positive impact on the MH management of college students. Based on experimental data and student feedback, it can be concluded that this early warning system provides more timely and targeted support for students, which helps to improve their MH.

5 Conclusion

This article provided a feasible method for solving the MH problems of college students by constructing a MH risk prediction model based on LSTM. The research aimed to overcome the challenges of accuracy and timely intervention in MH prediction. Through multi-channel data collection, including survey questionnaires, data on the MH status of college students in S city were obtained. During the process of constructing the model, a set of optimal parameters were determined to achieve the best model performance. At the same time, L2 regularization was introduced to prevent overfitting, resulting in a loss value that converges within a reasonable range. The results showed that the model performed well on the test set. Finally, the predicted results of the model were used for early warning of MH indicators, and the subjects were divided into different risk categories to take corresponding intervention measures. This comprehensive approach helps to better address the MH issues of college students and provides strong support for improving the effectiveness of MH management. However, the model also has some limitations. First, despite LSTM’s advantages in handling time-series data, it may not be as effective when dealing with large amounts of unstructured or non-standardized data. Additionally, the data used in this study mainly come from universities in City S, which may lack geographic diversity, thereby limiting the model’s generalization capability. In future research, it may be beneficial to incorporate data from a wider range of geographic and cultural backgrounds to enhance the model’s applicability and accuracy in different environments.
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