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AI-assisted on-chip nanophotonic convolver based on silicon metasurface

Abstract: Convolution operation is of great significance in on-chip all-optical signal processing, especially in signal analysis and image processing. It is a basic and important mathematical operation in the realization of all-optical computing. Here, we propose and experimentally implement a dispersionless metalens for dual wavelengths, a 4f optical processing system, and then demonstrate the on-chip nanophotonic convolver based on silicon metasurface with the optimization assistance of inverse design. The characteristic size of the dispersionless metalens device is $8 \times 9.4 \, \mu m$, and the focusing efficiency is up to 79% and 85% at wavelengths of 1000 and 1550 nm, respectively. The feature size of the convolver is $24 \times 9.4 \, \mu m$, and the proposed convolver allows spatial convolution operation on any desired function at dual wavelengths simultaneously. This work provides a potential scheme for the further development of on-chip all-optical computing.
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1 Introduction

Compared to traditional electronic signal processing [1], all-optical signal processing has obvious advantages of ultrafast response time, ultralow energy consumption, ultrawide working bandwidth, and ultrahigh operation efficiency [2–5]. Therefore, the realization of all-optical computing [6, 7] has always been the ultimate goal pursued by researchers. Convolution [8–10] is one of the most basic and important mathematical operations in all-optical signal processing, especially in the field of signal analysis [11] and image processing [12], which plays an irreplaceable role. However, it is difficult to manually achieve the optimal parameter design and get the optimal solution for the traditional design of on-chip nanophotonic functional devices. Artificial intelligence (AI) has recently played an important role in the field of nanophotonics [13, 14]. For instance, deep learning has recently been applied to design photonic structures and metastructures, including topological photonics [22], near-field optics [23, 24], nonlinear optics [25, 26], and integrated all-optical functional devices [27–29] in recent years. Up to now, it is still a great challenge to realize on-chip nanophotonic convolver based on silicon metasurface.

Here, we report a strategy to use the genetic algorithm (GA) of reverse design to assist the design of a dispersionless metalens for dual wavelengths (at 1000 and 1550 nm), a 4f optical processing system, and then the on-chip nanophotonic convolver based on silicon metasurface. To demonstrate our design, we experimentally implemented the devices successfully. The dispersionless metalens is realized by two air slot arrays with different
periods etched in 220-nm-thick silicon film. The focusing efficiency is as high as 79% and 85%, and the transmission is up to 63% and 57%, respectively, at wavelengths of 1000 and 1550 nm, which enable this system to perform parallel processing for dual wavelengths simultaneously. The 4f optical processing system composed of two sets of identical dispersionless metalens placed symmetrically about focal plane still maintains transmission of 31% and 29% at these two wavelengths, respectively. A given structure with a certain function is fabricated on the focal plane of the 4f system; finally, the convolution result of the transmission function presented by the structure and the spatial waveform of the input signal is obtained at the output ports. The inverse design assisted on-chip all-optical convolver that we have proposed not only provides the basis for more complex integrated signal processing chips but also paves a new way for all-optical computing.

2 Results and discussion

2.1 Dispersionless metalens for dual wavelengths

Here, we used two cascaded arrays of air slots etched through a 220-nm-thick silicon film on SiO$_2$ substrate to realize the dispersionless metalens. The thickness of the device layer is 220 nm. The width of each air slot is set to be 140 nm and the transmission of each array is more than 85% when the length of the slots varies from 100 to 2000 nm for both wavelengths. The period of the first array $a_1$ is set to be 500 nm, whereas the period of the second array $a_2$ is set to be 300 nm. The different periods of the arrays can lead to different effective refractive indices, which are useful to eliminate the dispersion of the metalens. The distance between the two arrays is set to be 1800 nm to ensure that the loss during the transmission is less than 15%. Using the inverse design to determine the length of each slot, we built a dispersionless metalens at two typical wavelengths of 1000 and 1550 nm. As the system is axial symmetry in the $y$-direction, we preset the length to be the same for the slots at the same distance from the center. We used GA to adjust the length of each slot to get a higher focusing efficiency for both wavelengths. After presetting the focal length to be about 8000 nm, a set of lengths, which can realize the largest focusing efficiency, are selected with the assistance of GA. Here, the focusing efficiency is defined as the fraction of the energy outflow that passes through a rectangular aperture at the center of the focal plane with its width equal to 10% of the whole cross-section and height of 0.22 μm. The schematic diagram of the proposed metalens is shown in Figure 1A. The simulation results were conducted using the finite element method (FEM) via the COMSOL Multiphysics commercial software linked with GA operating in MATLAB. There are 18 slots in the first array and 30 slots in the second array. As the lengths of the slots at the same distance from the center are preset to be the same, there are 24 variable parameters to be adjusted in total. The population size is set to be 100 and the generations are set to be 20. Using the probes in the model, the objective function is written as the focusing efficiency at the focal plane for two wavelengths, which need to be the largest value after the optimization process. Each optimization process takes about 3 h. The same GA is carried out for about 10 times with the same condition as a step, and the best set is recorded. After each step, the best set will be used as the initial set of the next step and the range of the initial range will be reduced to half. After about five steps, the result of the set of length will be steady and can be picked as the finally optimized set of length.

The final optimized set of length is numerically evaluated. Figure 1B and C shows the light intensity distribution in the $x$-$y$ plane in the middle of the metalens at the wavelength of 1000 and 1550 nm, respectively. Figure 1D and E shows the corresponding light intensity distribution on the focal plane ($y$-$z$ plane). The polarization of the input signal light is in the $y$-direction. The first array of final optimized structure splits the wavefront into several parts and the second array guides each part to the focal plane. The interference between the transmitted wave is carefully adjusted and gets a maximum at the focal point. The metalens is 9.4 μm wide in the $y$-direction, with a focal length of 8 μm. The center of the focal point for two wavelengths is displaced less than 100 nm, which is far less than the focal length. This shows that the dispersion of the lens is negligible, and the focal plane is considered the same for wavelength of 1550 and 1000 nm. The spot size is defined as the full-width at half-maximum (FWHM) of the focal spot in the cross-section ($y$-$z$ plane) at the focal plane, and the spot sizes are 830 and 800 nm in the $y$-direction; for the final optimized metalens, the maximum focusing efficiency can reach 79% and 85% at wavelengths of 1000 and 1550 nm, respectively. The spatial intensity distributions when performing at two wavelengths are overlaid in one plot, showing that the same focus point at different two wavelengths is optimized by the algorithm (Figure 1F). To demonstrate the broadband characteristics of the proposed lens, we have done the simulation results (Figure 1G). Within the 900 nm bandwidth centered at 1250 nm, the focusing
Figure 1: Simulation results of the proposed dispersionless metalens. (A) Schematic diagram of the dispersionless metalens. (B and C) $|E_y|^2$, in-plane ($x$-$y$ plane), light distribution of the proposed dispersionless metalens at wavelength of 1550 and 1000 nm, respectively. The white line shows the focal plane. (D and E) Cross-section ($y$-$z$ plane) view of light distribution at the focal plane ($x = 8 \mu$m) with wavelength of 1550 and 1000 nm, respectively. (F) Spatial distribution curve of light intensity along the $y$-direction at the focal plane under dual wavelengths. (G) Focusing efficiency, transmission, and spot size of the metalens over the wavelength range of 900 nm.
efficiency is more than 75% and the transmission is more than 56%. In addition, the change of focusing efficiency and transmission is less than 10% over the whole wavelength range. Meanwhile, the focal spot size varies within 60 nm.

To verify our theoretical design, we experimentally demonstrated the performance of the dispersionless metasensors. The size of input coupling grating is $10 \times 9.4 \, \mu m$, whereas the size of the output grating is $5 \times 5 \, \mu m$. Periodic grating couplers usually have a relatively narrow bandwidth compared to aperiodic grating couplers, which cannot achieve high coupling efficiency at multiple wavelengths concurrently. Here, the aperiodic gratings are designed to have considerable excitation efficiency for two wavelengths simultaneously to ensure the validity of measurements. The gratings are designed to have considerable excitation efficiency for two wavelengths simultaneously. The grating for input coupling consists of 20 slots, and the grating for output coupling consists of 10 slots. GA is used to determine the location distribution of each slot. The population size is 40 for both models, and the generations are 20. The optimizing steps are the same as the above. After two steps of optimization, we got the input coupling grating with excitation efficiency of 11.2% and 9.6% for 1000 and 1550 nm, respectively, and the output coupling grating with coupling efficiency of 22.8% and 20.4% for these two wavelengths, respectively. In our experiment, the metasensors sample is etched in a 220-nm-thick upper silicon film of a double-side polished silicon-on-insulator wafer using the scanning electron microscopy (SEM) and focused ion beam dual-beam system (FEI Helios NanoLab 600i). For effective etching, different beam current is used for different structure on the metasensors device. The beam currents of the central structures, coupling gratings, and transmission waveguides are 7.7, 24, and 80 pA, respectively, with the same ion beam voltage of 30 kV. The SEM image of this metasensors structure is shown in Figure 2A. Ten discretized waveguides are placed on the output plane parallelly to obtain the intensity distribution of output signals. Metasensors devices are tested on an optical fiber-coupled experimental system. The supercontinuum wave laser system (SC-5, YSL) is used as the light source. In order to realize the effective coupling, we adjust the position and the angle of the launching taper to optimize near-field coupling with the input coupling port of metasensors devices. The second nanotaper is moved to different output coupling ports successively to gather output signals. Then, the output signals are collected with a spectrometer (model Andor 303i) for the analysis of required wavelengths. In Figure 2B and C, the measured intensity distribution of output signal at two wavelengths is consistent with the simulation results, which shows that the dispersionless metasensors is indeed realized experimentally. The background intensity is stronger in the experiment than in the simulation, which may be caused by the difference in boundary condition. In the simulation, we use scattering boundary condition on the lateral side of the model to avoid the reflection, whereas, in the experiment, the reflected light is coupled into the device, inevitably leading to a brighter background. In addition, the deviation of the peak position comes from the finite number of output waveguides as well as the imperfect sample fabrication.

### 2.2 4f optical processing system and on-chip nanophotonic convolver

Using two metalenses above, we build an on-chip 4f optical processing system. When giving an input plane at a distance $d$ from a one-dimensional metalens with focal length $f$ and the input signal on the input plane can be written as $f(y)$, the output signal on the focal plane can be given as $g(y') = c \ast \exp \left[ j \pi \frac{(f - d)}{\lambda f} \right] \mathcal{F} \left( f(y) \right)$, where $j$ is the imaginary unit, $c$ is a constant, $\lambda$ is the wavelength, and $\mathcal{F}$ represents the Fourier transformation. When $d$ is equal to the focal length, the output is proportional to the Fourier transformation of the input signal. When we add another metalens with the same focal length $f$ at a distance of $2f$ away from the first metalens and add a third plane on the focal plane of the first metalens with a transmission function of $t(y')$, the output on the output plane of the whole system will be given as $u(y'') = c' \mathcal{F} \left( \frac{c}{2f} t(y') \mathcal{F} \left( \frac{f(y)}{\lambda f} \right) \right)$.

According to the convolution theorem $f(y) \ast g(y) = \mathcal{F}^{-1}(\mathcal{F}(f(-y)) \mathcal{F}(g(-y)))$, if we set the transmission of the third plane to be the Fourier transformation of the target function, which means $t(y') = \mathcal{F}(g(y'))$ and the input signal of the system tends to be $f(y)$, we can get the convolution of the input signal and the target function.

When there is no extra structure with its transmission function on the third plane, the focal plane of the first metalens, the transmission function can be written as $t = 1$, so the output $u(y'')$ is proportional to $f(-y)$. When the input is symmetrical about origin, the output will be the same as input if normalized. The numerically results of this situation with two wavelengths are shown in Figure 3A and B. The output light distribution concentrates at five gaps between the air slots, and this is the same case for the input signal at both two wavelengths. The well-matched intensity distribution between the input and the output.
means that the proposed 4f optical processing system has been established well.

Then, we test the third plane with the random given structure whose SEM images are shown in Figure 4A and B. The transmission of the structure can be acquired numerically when giving an input of the plane wave. By comparing the electric field distribution before and after the plane, we can get the intensity transmission and the phase...
shift. Using the transmission curve (Figure 4C and D), we can get the theoretical convolution result through numerical calculation when giving an input of a normalized Gaussian function with a characteristic width of 2 μm. The SEM image of the on-chip nanophotonic convolver is shown in Figure 4C, and the feature size of the convolver is 24 × 9.4 μm. As shown in Figure 4E and F, the output light intensity distribution reflects the spatial convolution operation result of the normalized incident signal and the transmission curve of the given structure. We compare the experimental distribution to the simulation and theoretical results to show the good performance of the proposed convolver. Note that the difference between the simulation results and the theoretical calculation results may

Figure 4: Realization of on-chip nanophotonic convolver. (A) Overall view of the SEM image of the proposed convolver. (B) Characteristic structure of this device. The part enclosed by the green dotted frame is the given structure with its transmission function $t(y')$. (C and D) Spatial transmission distribution curve of the given structure acquired by numerical simulation when giving an input of the plane wave at two wavelengths of 1550 and 1000 nm. (E and F) Measured spatial convolution results along the $y$-direction compared to the simulation and theoretical results at wavelength of 1550 and 1000 nm, respectively.
come from the existence of a certain interference between the two lenses, resulting in a slight change of the focal length. Here, we define the deviation of the measured output results from the theoretical results as \[ \frac{Y_{\text{exp}} - Y_{\text{theor}}}{Y_{\text{theor}}} \]
where \( Y_{\text{exp}} \) and \( Y_{\text{theor}} \) correspond to the coordinate values in the \( y \)-direction, and the subscripts exp and theor denote the experimentally measured and theoretically calculated results, respectively. The test result shows that our convolution has achieved high accuracy with an average deviation of 14.2% at 1000 nm and 6.1% at 1550 nm. Among all experimental data points, the deviations are less than 8% in many instances, apart from large deviations that occur in some cases.

3 Conclusion

In this paper, we proposed and experimentally demonstrated a dispersionless metalens for dual wavelengths, a 4f optical processing system, and the on-chip nanophotonic convolver based on silicon metasurface. Instead of the traditional intuitive-based manual adjustment of structural parameters, we used GA of inverse design to optimize the structural parameters, making the concurrent optimization under dual wavelengths more efficient and simpler. The dispersionless metalens owns high transmission and focusing efficiency at two wavelengths of 1000 and 1550 nm. The proposed convolver exhibits spatial convolution operation on the given function at dual wavelengths parallelly. This strategy can be used to execute other convolution operations simply by changing the desire function on the focal plane. Furthermore, this proposal has the potential of being further extended to deal with more complex computing tasks using wavelength multiplexing.
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