Phase-controlled metasurface design via optimized genetic algorithm

Abstract: In an optical Pancharatnam-Berry (PB) phase metasurface, each sub-wavelength dielectric structure of varied spatial orientation can be treated as a point source with the same amplitude yet varied relative phase. In this work, we introduce an optimized genetic algorithm (GA) method for the synthesis of one-dimensional (1D) PB phase-controlled dielectric metasurfaces by seeking for optimized phase profile solutions, which differs from previously reported amplitude-controlled GA method only applicable to generate transverse optical modes with plasmonic metasurfaces. The GA-optimized phase profiles can be readily used to construct dielectric metasurfaces with improved functionalities. The loop of phase-controlled GA consists of initialization, random mutation, screened evolution, and duplication. Here random mutation is realized by changing the phase of each unit cell, and this process should be efficient to obtain enough mutations to drive the whole GA process under supervision of appropriate mutation boundary. A well-chosen fitness function ensures the right direction of screened evolution, and the duplication process guarantees an equilibrated number of generated light patterns. Importantly, we optimize the GA loop by introducing a multi-step hierarchical mutation process to break local optimum limits. We demonstrate the validity of our optimized GA method by generating longitudinal optical modes (i.e., non-diffractive light sheets) with 1D PB phase dielectric metasurfaces having non-analytical counter-intuitive phase profiles. The produced large-area, long-distance light sheets could be used for realizing high-speed, low-noise light-sheet microscopy. Additionally, a simplified 3D light pattern generated by a 2D PB phase metasurface further reveals the potential of our optimized GA method for manipulating truly 3D light fields.
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1 Introduction

Optical metasurface, an optically thin layer consisting of sub-wavelength plasmonic or dielectric structures, is capable of tailoring the wave front of the outgoing light waves by introducing an abrupt phase discontinuity in the transverse plane, thus deflects the incident light in a customized angle owing to the generalized Snell’s law [1]. The special output light beams can be freely harnessed by the phase discontinuity serving as a degree of freedom that can be engineered by the artificial periodic structures of optical metasurface. In the last decade, the continuous development of nanofabrication technologies was the main driving impetus that has advanced and enriched the burgeoning research field of optical metasurfaces, triggering plethora of applications such as optical metalens [2–9], beam splitter [10–12], integrator [13–15], differentiator [13, 15–17], Stokes parameters extractors [18–20], hologram [10, 21–28], special light beam generators [10, 29–38], and etc. Among all the diverse metasurfaces, the optical PB phase metasurfaces have attracted more and more interests of scientists owing to their high degrees of freedom by easily rotating the orientation of the unit cells, and their high conversion efficiency due to the low dielectric loss [2, 3, 10, 23, 27, 38, 39]. Another advantage of optical PB phase metasurface is the identical optical
transmission of each unit cell, which can be treated as an array of point sources with identical amplitude but different phases. Whereas, all the aforementioned conventional optical metasurfaces are designed on the basis of analytical solutions of specific optical modes, or by hologram method, so that the potential of the optical metasurfaces may be underestimated and might be further explored, e. g., by machine learning method.

The surge of artificial intelligence (AI) begins changing everyone’s daily life by its powerful data processing and potential deep learning ability, and thus potentially shows a new paradigm in the area of scientific research. Since several years ago, scientists have begun to exploit the possibilities of using genetic algorithm (GA, also named evolutionary algorithm) to code metasurfaces in order to find unprecedented non-analytical and non-intuitive solutions for optical metasurface synthesis [40–49]. Very recently, AI based on neural network algorithms mimicking the functionalities of the neurons of a biological brain to understand, connect, and predict solution to a problem from a large set of examples, have also been applied to study the electromagnetic resonance properties of complex metallic structures before subsequent synthesis of the optical metasurfaces [50–56].

Distinct from the amplitude-controlled GA investigated in Ref. [40–49] or the complex meta-dielectric resonance structures studied in Ref. [50–56], here, we address a new phase-controlled GA method targeting on-demand optical PB phase metasurface synthesis. The special characteristic of high degree of freedom of PB phase metasurfaces requires a high-quality mapping function between point sources at the rear of the metasurface and the optical field formed afterward using integral of Green function, and a special fitness function to efficiently evaluate each design and then sort them according to scores. Furthermore, an appropriate mutation process is of great importance to efficiently drive the GA process towards right direction of evolution, and allows the candidates to escape from the local optima, which is a problem that often occurs in GA programming. Besides, special attention should be paid to the additional phase induced between every adjacent unit cell since large additional phase \( \theta \) will degrade the transmission efficiency when \( \theta < k^*d \) (k is wave vector and d is spacing between adjacent unit cells) [33], or lead to the occurrence of total reflection when \( \theta > k^*d \) according to generalized Snell’s law [1, 41, 43], though arbitrary phase attributed to each unit cell can be freely chosen in theory in the Green function mapping process. The GA-obtained phase profile can be later used to construct a 1D PB phase metasurface by rotating the orientation of dielectric unit cells.

The light sheet mode employed in this paper to verify the validity of our optimized GA, is broadly utilized in cell biology, anatomical sciences, and neurosciences [57–59]. It’s worthy to be noted that unlike conventional metasurfaces mainly relying on the analytical solutions of special optical modes or on hologram solutions in the transverse plane of propagating waves, a light sheet mode generator will give rise to a quasi-uniform intensity distribution in the long range of propagating direction and thus eliminates the possibility of seeking for the analytical solutions due to the continuous varying of optical phase (except for Bessel beam launcher [32, 33]). Of course, the light sheets created by our optimized GA design including but not limited to Bessel like optical modes, can hardly find analytical solutions, if not impossible.

2 Methods

2.1 Mathematical methods

An appropriately efficient mapping function needs to be created aimed to efficiently calculate the optical field at each sampling point during the mutation process. The PB phase unit cells are subwavelength elements thus can be treated as point sources with identical amplitude but variable optical phases. To this end, Matlab programming based on the Huygens–Fresnel principle [60] using Green function is exploited in this study, and a server with Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.30GHz (36 cores, 72 threads) and 256 GB memory was employed. During the GA calculation for the 1D metasurface design, we observed the consumption of 30 GHz for CPU and 1 GB memory.

2.2 Metasurface and sampling

Our target optical function is light sheet mode and the elements in PB phase metasurface are presumed to vary only in \( x \) direction while keeping the same in \( y \) direction, thus the profile in \( xz \) plane of the optical field are chosen to judge the quality of the metasurface (see in Figure 1A). Equi-spacing sampling points in both “Dark Region” and “Bright Region” are utilized to efficiently evaluate the quality of the DNAs of the population. Obviously, a DNA showing less intense light in the “Dark Region” and more intense light in the “Bright Region” is regarded as a better light sheet pattern and will be selected to duplicate and mutate for the next generation. 16 \( \times \) 34 monitors are set in the study of 2D metasurface design.

2.3 GA process

As every unit element is individually tunable, optical PB phase metasurface with \( N \) elements has \( N \) degrees of freedom. This results in an exponential growth of number of possible states as the increase of the number of elements, and lead to extremely long time spent by classical algorithms, such as enumeration, to solve this kind of problem.
 Genetic algorithm (GA), stemming from Darwin’s theory of evolution, however, is intentionally designed to seek for high-quality solutions to optimization and searching problems. This method is especially less time consuming and suited for problems dealing with large numbers of degrees of freedom with non-analytical solutions. Our genetic algorithm consists of several main cyclic steps as shown in Figure 1A. Akin to natural selection process, GA will firstly initialize a population as the original generation. Then the loop is triggered with the mutation of the current generation and subsequently, a fitness function will evaluate every individual and the population is screened for good features (high score). The screened individuals are selected as parents to generate the next generation (duplication in Figure 1A) while the others are eliminated. GA will keep cycling this process until the screened population fulfills the ending conditions when the scores converge. It’s worthy to be noted that a “Duplication” process is indispensable to ensure the balance of the population (the same number as the initial generation). Although mutation occurs at every moment in nature, it’s usually only introduced in one single phase in the GA process for convenience.

2.3.1 Initialization: A widely used well-chosen initial condition instead of a random pattern will largely shorten the time consumed by GA process. A plane wave focused by hyperbolic lens [61, 62] as well as other sorts of lenses such as the most studied spherical lens or axicon can be chosen as the initial pattern of the metasurface. In this work, the hyperbolic lens profile is assigned to every DNA as their initial characters and is expected to grow longer and longer under the supervision of the selection rule during GA process.

2.3.2 Mutation: Mutation process exerts a heavy influence on the GA calculation efficiency, and meanwhile determines the stability of the population during GA process to some extent. It’s worthy to be noted that the crossover process doesn’t exist in this study, in consequence of the absence of an expected predefined target design (longer the better, with reasonable full-width-half-maximum, FWHM). The disadvantage of crossover without target design in our case is that the huge numbers of freaks and very low percentage of good individuals in the children generation will give back the massive data that needs to be evaluated by fitness function and will largely slow down the mutation process. Consequently, in order to efficiently propel the GA process towards good direction of evolution thus largely shorten the time consumption, a high mutation rate should be chosen for the Matlab programming. Contradictorily, a too large mutation rate will also harm the GA, because it gives a big probability for the children to escape from a local optimum to go back to a worse point due to the lack of crossover process, then the number of high-quality individuals will be less and less. In the most possible situation, this will lead to an unstable population number and an endless GA loop. To balance the processing efficiency and meanwhile avoid the unstable population, a reasonably big mutation rate 0.3 is chosen in this study. Another important factor should be taken into consideration is the mutation extent. The weakness of a small mutation extent is that the children are highly likely to be trapped in one of the local optimum points near the start point and they can never reach the best solution. While the disadvantage of a large mutation extent will allow the children to quickly escape from the local optimum points near the start point, and the children will probably disperse in several different local optimum points far from the start point, because they cannot reach the best solution point with the large mutation extent as the fitness function cannot make the decision which child is the best one. We overcome this problem by introducing a multi-step GA process with different mutation extent to allow the children to escape from the optimum points close to the start point but also reach the best solution (see in section 2.3.4. Approach towards global optimal solution).

2.3.3 Fitness function: A fitness function is elaborately chosen to be responsible for evaluating the quality of a light-sheet mode, whose quality is of great importance to determine the selection direction and the final DNA of the GA process, especially in the absence of predefined target design and the crossover process. Akin to the natural selection or artificial selection process, slightly different selection directions may result in large different biological characters, just like Darwin’s finches and Galapagos penguin. Here the chosen fitness function is composed of several characters to judge the quality of light field, as shown in the following equation:

\[
\text{Score} = -\text{Sum(Deviation with best)} \times a_1 + \text{Mean(Light region)} \times a_2 - \text{Std(Light region)} \times a_3 + \text{Min(Light region)} \times a_4 + \text{Max(Light region)} \times a_5 - \text{Max(Dark region)} \times a_6
\]

where \( a_i \) to \( a_6 \) are empirical coefficients with different weights on the Score function; “Sum(Deviation with best)” stands for the intensity

![Figure 1](image-url): The targeted light sheet mode and sampling with an array of equi-spaced points inside (Bright Region) and outside (Dark Region) the light-sheet pattern (A); Flow chart of GA includes initialization of an original generation, application of mutation to the current generation, sorting the children generation according to their scores graded by fitness function, and duplication of the screened children if the score diverges, until the cyclic loop ends up when the ending condition is fulfilled (B).
deviation between the current light field and the best one among all the already solved ones; “Mean(Light region)”, “Std(Light region)”, “Min(Light region)” and “Max(Light region)” represent the mean, standard deviation, minimum and maximum values of the intensity in the bright region, and the Max(Dark region), the maximum value of intensity in dark region. In this work, only the equi-spaced feature points are chosen to be calculated using Green function and graded using Score function, in order to accelerate the GA process.

2.3.4 Approach towards global optimal solution: A multi-step hierarchical GA process with different mutation extents is employed to help children escape from the local optimum near the start point and approach to the global optimal solution: the first GA process with large mutation extent is set to screen for the children in the local optima far from the start point. The corresponding DNAs of the children are returned as the initial condition for the second GA process with small mutation extent to screen for the global optimal solution. After the convergence of the first GA process, there is strong possibility that the population will give back several design results located inside the local optimum points where the fitness function is not able to determine which one is the global optimal. While, all the children will be found in one single optimum point, namely the global optimal point, when smaller and smaller mutation extents are assigned to the GA process during this multi-step mutation process. Normally there should be only one global optimal solution in each specific design when the mutation direction is selected and determined by the fitness function.

2.3.5 Mutation boundary: Demanded by generalized Snell’s law, the additional phase should not exceed k*d, or the metasurface will give a rapid rise to the total reflection and may result in a strong scattering. The prominent difference between the calculation and simulation results comes from the fact that in Matlab calculation, every PB phase unit cell is presumed to be an isolated point source with arbitrary phase and its neighbors would not exert an impact on its independence, so the DNA can have any phase profile a priori. But some of them are indeed not allowed in FDTD simulations when the phase difference of adjacent unit cells is large enough to give rise to a giant total reflection or scattering, which result in a low (even no) light transmission across the metasurface. Then, the equivalence between the point sources and the metasurface breaks down and leads to the giant difference between the two results. To avoid this side effect, a mutation boundary is created to exert the phase change limit of adjacent unit cells of conventional metasurfaces (π/2 as usual) on the DNA mutation process. During the GA process, when a unit cell of one DNA is chosen to mutate, a random phase change value amongst the mutation extent is added to the current phase. The new phase should be subsequently compared with the phases of its neighbors under supervision of a judge sentence. If any of the difference exceeds π/2 (other threshold is also possible), the phase of this unit cell will be pulled back to the maximum value that is acceptable by the threshold.

3 Result and discussion

We begin this part with discussing the influence of mutation boundary. An example is illustrated in Figure 2, where the initial light pattern generated by a hyperbolic lens is shown in Figure 2A, a high-quality light-sheet pattern predicted by MATLAB calculation using Green function without phase change boundary is shown in Figure 2B and the corresponding orientation angle of each unit cell implemented in FDTD simulation is illustrated in Figure 2D, and full-wave FDTD simulation result with a
new phase profile is demonstrated in Figure 2D. Evidently, the optical pattern in Figure 2A grows longer and longer and eventually becomes the pattern shown in Figure 2B after the screened evolution without mutation boundary. As the orientation angle of each PB phase unit cell equals to a half of its additional PB phase, drastic changes in orientation angle in Figure 2D can lead to pronounced phase changes in the PB phase metasurface. Although this phase profile is prohibited for transmission metasurface, the result in Figure 2B exhibits desirable features for a light-sheet pattern that can be reused to produce a new phase profile allowed by transmission metasurface by adding the mutation boundary. The full-wave FDTD simulation result with the new phase profile is shown in Figure 2C, is quite similar to the result predicted by Matlab, insuring the stability and the similar mutation direction under supervision of mutation boundary to the one without mutation boundary. The optical parameters of our design: the refractive index of the ambiance $n = 1.33$, wavelength $\lambda = 532$ nm, number of unit cells 400 for the study of mutation boundary and 3,334 for the later studies, suited for further experimental implementation [4, 6, 8, 9, 39, 63].

We demonstrate the effect of different combinations of $(a_1–a_6)$ with a brief study of different desired effects of light patterns: long length of light sheet as the first case, and significant suppression of side lobes with an excellent resolution (smaller FWHM) as the second case. An example of light sheet with excellent non-diffraction range (about 1.5 mm) is shown in Figure 3A and its corresponding FWHM (8 µm) shown in Figure 3C with coefficient combination: (0.1, 900, 1200, 120,000, 400, and 300); a light sheet with better side lobe suppression and a better resolution but a short non-diffraction range (about 0.5 mm) is shown in Figure 3B and its corresponding FWHM (6 µm) shown in Figure 3D as a comparison, with coefficient combination: (0.1, 900, 30,000, 12,000, 400, and 2,000). Obviously, compared with the first example, a smaller $a_n$ will result in shorter and thinner main lobe, and bigger $a_n$ will surely suppress the intensity of side lobe. While the subtle coefficient $a_2$ has a complicated impact on the pattern shaping of the main lobe. Above all, a bigger $a_1$ will surely confirm a thinner main lobe, but the effect on the length of the main lobe is difficult to say, as a very long and a much shorter pattern of main lobe may have the same standard variation, once the two patterns follow the Babinet’s principle. Consequently, an elaborately selected $a_3$ can be exploited to give rise to a very long light sheet with a reasonably high resolution of main lobe.

A single light-sheet pattern and two light-sheet pattern extending to a long range 4 mm with reasonable resolution and weak side lobes created by GA machine learning are demonstrated in Figure 4, with Figure 4A the single light sheet pattern with 4 mm long (10,000 $\lambda$) non diffracting zone, Figure 4B the corresponding phase profile of the metasurface generated by GA process, Figure 4C the intensity profile in the middle plane of Figure 4A, and Figure 4D the two-light-sheet pattern exhibiting the same non diffracting range as Figure 4A. Obviously, the profile in Figure 4B can hardly be explained by conventional meta-surface design principles, though it is slightly similar to the phase profile of an axicon, the noticeable vibrations in the phase of some unit cells should be responsible for the suppression of side modes and the reasonable resolution of the main lobe. Figure 4D shows that the intensities of the

![Figure 3: Comparison of different coefficient combinations on the generated light patterns: a combination of coefficient $(a_1–a_3)$ emphasizing the length of the light sheet (A) and the corresponding FWHM shown in (C); and another combination of coefficient $(a_1–a_6)$ emphasizing the side-lobe intensity suppression with reduced FWHM (B) and the corresponding FWHM shown in (D).](image-url)
side lobes are significantly suppressed to less than <7% of the main peak intensity within the range of ±100 µm, which differs from the intensity profile of Bessel beam and is similar to the result shown in Figure 3D. The phase profile of PB phase metasurface in Figure 4B can be furtherly extended to form the multiplane light sheet with long non-diffracting region and suppressed intensity of the side lobes. An example is shown in Figure 4D where two light sheet beams are created by illuminating the metasurface with the same phase profile in Figure 4B by circularly polarized plane waves. Though some noise residual still exists in Figure 4D, the two light sheets propagating along z direction centered at ±500 µm in x-axis without significant side lobes (rectangular area emphasized by dashed white lines) can unambiguously double the imaging speed of light sheet microscopy by taking image reflected by the two light sheet beams with attenuated side effects of the fluorescence caused by the adjacent tissues illuminated by side lobes of Bessel beam. This two-light-sheet generator designed by GA process can of course be furtherly transformed to create three, even multiple light sheet pattern with a single metasurface, and will provide a high-speed imaging acquisition several times the conventional light sheet microscopy [57–59] and is free of dithering in the propagation direction than the multiplane light sheet proposed in Reference [64]. Thus, our method demonstrates itself as a promising candidate which can largely accelerate the imaging speed of single illumination light sheet microscopy and greatly simplify the mechanical setup of multiplane light sheet microscopy, and thus, makes a further step towards the practical applications of the multiplane fluorescence light sheet microscopy in the biomedical area.

We further studied the possibility of this method to solve the 3D optical field generated by a 2D PB phase metasurface. In order to fully exploit the capacity of Matlab, another server equipped with AMD Ryzen Threadripper 3990X @ 2.90 GHz (64 cores, 128 threads) and 256 GB memory was used to complete this task. Here, 1000 × 1000 unit cells was chosen to make a trade-off between the metasurface’s aperture and the computing capacity of the server: the unit cells number and the monitors number were respectively 300 times and 9 times more than the 2D design due to the dimension increase, while the numerical aperture of the metasurface was kept almost the same. The preliminary result is shown in Figure 5, where the intensity profile in xz (Figure 5A) and yz (Figure 5B) planes exhibit a cylindrical non-diffracting mode within [3.4, 4.6 mm]. The reduction of non-diffraction range to 1.2 mm is attributed to the decrease of the aperture in x(y) direction with the same numerical aperture. Accordingly, the intensity profiles along x and y directions are respectively shown in Figure 5C and Figure 5D, demonstrating a side-mode suppressed pattern quite distinct from 3D Bessel beam, and proving the validity and robustness of our method when extended to 2D metasurface design. Nevertheless, it is worth mentioning that 63 cores and 234 GB memory were occupied by Matlab during the calculation. Thus, if the
expected light pattern is, for example, rotational symmetric, an alternative but more viable procedure to design 2D metasurface by using of our GA method with lower computing resource consumption is to first, reduce the dimension of 2D metasurface and seek for the optimal solution of 1D metasurface; then, angularly duplicate the optical 1D metasurface to obtain a rotationally symmetrical 2D metasurface. In such a way, the high-quality optimal 1D metasurface can also be used as building blocks to form the 2D metasurface.

4 Conclusions

In conclusion, we have proposed an optimized GA paradigm for phase-controlled optical metasurface design. This design method has been demonstrated to be capable of solving complex metasurfaces design for generation of customized light sheet patterns. It is based on machine learning without any human intervention, expect for the fitness function providing for the determination of direction of evolution, and shows no relationship with any existing metasurface design and cannot be achieved by conventional analytical solutions or hologram methods. In this study, an elaborately selected fitness function is introduced to evaluate the created light mode with empirical coefficients, a reasonably large mutation rate is chosen to balance the processing efficiency and meanwhile avoid unstable population, and a multi-step hierarchical GA process is created aiming to find the local optima with large mutation extent and subsequently reach the global optimal solution by using a series of small mutation extents. In the meantime, the mutation process is supervised by a mutation boundary function to confirm that the DNA of each child abides the generalized Snell’s law.

An optimized single light-sheet pattern and double-light-sheet pattern with 4 mm long non-diffracting zone as proof-of-concept have been presented in this work by tuning the coefficients of fitness function and demonstrate the capability to create multiplane light sheets. A 3D light pattern created by a 2D metasurface is further demonstrated to reveal the potential of our approach for 3D light field manipulation. The obtained results, thus, have proven the validity, robustness and versatility of our GA method. Additionally, another 2D metasurface design method based on 1D metasurface has also been proposed. The GA method studied in this work is quite generic for PB phase metasurface design for optical mode generation and lays a solid foundation for longitudinal light mode formation and paves the way for designing a new family of nano optical devices based on PB phase metasurface design with high transmission efficiency suited for practical biomedical applications in the future.

Acknowledgment: This work was supported by The City University of Hong Kong (Project No. 9360165) and The Hong Kong Polytechnic University (Project Nos. ZVG4 and
1-ZE1B). The authors also acknowledge financial support from Shenzhen Science and Technology Innovation Commission (No. SGDX2019081623281169). The authors are grateful to the Department of Electronic and Information Engineering, The Hong Kong Polytechnic University for their supports as well.

**Author contribution:** All the authors have accepted responsibility for the entire content of this submitted manuscript and approved submission.

**Research funding:** This research was funded by The City University of Hong Kong (Project No. 9360165) and The Hong Kong Polytechnic University (Project Nos. ZVG4 and 1-ZE1B). The authors also acknowledge financial support from Shenzhen Science and Technology Innovation Commission (No. SGDX2019081623281169).

**Conflict of interest statement:** The authors declare no conflicts of interest regarding this article.

**Bibliography**


