Accelerating photonic computing by bandwidth enhancement of a time-delay reservoir

Abstract: Semiconductor lasers (SLs) that are subject to delayed optical feedback and external optical injection have been demonstrated to perform information processing using the photonic reservoir computing paradigm. Optical injection or optical feedback can under some conditions induce bandwidth-enhanced operation, expanding their modulation response up to several tens of GHz. However, these conditions may not always result in the best performance for computational tasks, since the dynamical and nonlinear properties of the reservoir might change as well. Here we show that by using strong optical injection we can obtain an increased frequency response and a significant acceleration in the information processing capability of this nonlinear system, without loss of performance. Specifically, we demonstrate numerically that the sampling time of the photonic reservoir can be as small as 12 ps while preserving the same computational performance when compared to a much slower sampling rate. We also show that strong optical injection expands the reservoir’s operating conditions for which we obtain improved task performance. The latter is validated experimentally for larger sampling times of 100 ps. The above attributes are demonstrated in a coherent optical communication decoding task.
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1 Introduction

Reservoir computing has proven to be a powerful platform that can simplify the implementation of recurrent neural networks for versatile information processing tasks [1–3]. Time-delay reservoir computing (TDRC) has been a further simplified approach with minimal hardware requirements and energy-efficient designs [4]. Its ability for computation originates from the nonlinear transformation of the information to be processed onto a high-dimensional state space, assisted by the fading memory properties of the time-delayed reservoir. By exploiting the operating bandwidth of photonic systems and the hardware-efficient photonic topologies, one can target at high information processing speed [5–7]. This makes such photonic reservoir computers ideal candidates for analog processing of optical communication signals [8–10]. In the past, semiconductor lasers (SL) with time-delayed feedback have been used for generating broadband chaotic signals for applications such as chaotic encryption [11] and physical random number generation [12], by biasing the SL well above the lasing threshold. Moreover, such systems exhibited enhanced dynamical bandwidth emission in presence of an additional optical injection signal [13–18].

Here we consider a photonic reservoir computer based on a SL (response laser) with time-delayed optical feedback, while biasing the laser just below threshold. An optically injected signal from an external drive laser inserts the information to be processed by the reservoir. We show that the strength of this external optical injection, can be also used to modify the frequency response of the photonic reservoir. By adopting a strong injection condition and readjusting the operating conditions of the reservoir, we can significantly accelerate the information processing rate of a classification task while preserving the same performance. Nonlinear distortion compensation in fiber optic communications has been a challenging task for
many years. Depending on the considered approach, compensation might be applied on the transmitter side, along the optical link, or at the receiver side. It can be also implemented either in the optical or digital domain. Especially digital signal processing (DSP) algorithms – such as digital backpropagation [19], Volterra-based nonlinear equalizers [20], phase conjugation techniques [21], perturbation-based nonlinear compensation techniques [22], nonlinear Fourier transform [23], etc. – have been very efficient at dealing with fiber impairments. Lately, machine learning algorithms have been also contributing to the mitigation of fiber channel nonlinearities [24–26], including also hardware-based approaches [8–10]. Here we apply the proposed bandwidth enhanced operation of the TDRC approach, in a coherent fiber-optic transmission system, as a nonlinear distortion equalizer. We also validate the claim for information processing acceleration in a second benchmark test – the one-step-ahead Santa-Fe time-series prediction task – which is presented and discussed only in Supplementary material.

2 Materials and methods

2.1 Photonic reservoir with SL and time-delayed optical feedback

The structure of the photonic reservoir is presented schematically in Figure 1. We model the system numerically by using the adapted Lang-Kobayashi rate equations [27, 28], which include an additional optical injection term. The full model description and the relevant parameters’ values are provided in Supplementary material. Several key parameters determine the dynamical properties of the photonic TDRC. These are linked to: (a) the reservoir: this includes the definition of the time delay of the optical feedback loop \( \tau \), the feedback strength of the response laser described by the parameter \( r_{\text{rinj}} \), the injection strength of the drive laser given by the parameter \( r_{\text{rinj}} \) and the frequency detuning between the drive and the response laser \( \Delta f = f_d - f_r \); (b) the information to be processed, which in our case is a modulation signal \( m \) on the drive laser’s optical emission; and (c) the time-multiplexing characteristics that define certain properties of the reservoir: these include the number of the equidistant virtual nodes \( N \) that are defined within the physical time delay \( \tau \) and their temporal separation \( \theta \) that determines the properties of the transient states that will be used for the computing tasks.

In principle, reservoir computers with shorter time delays can process the information faster, but allow the definition of less virtual nodes. Depending on the complexity of the nonlinear task that is addressed, more virtual nodes can be introduced by increasing the delay time \( \tau \) and slowing down the processing speed –, or by choosing a shorter time separation \( \theta \) between virtual nodes. For reservoir computers that use the inertia of the transient responses to introduce coupling among the virtual nodes, the separation \( \theta \) should be smaller than the response time \( T \) of the nonlinear node. However, \( \theta \) should also not be chosen too small. In previous works with assorted computational tasks, a suitable time separation \( \theta \) was found to be of the order of 0.2 \( T \) [4, 29, 30], ensuring that the nonlinear system exhibits a sufficiently large response to its input. In our study, we explore how to speed up the information processing by increasing the bandwidth response of the photonic reservoir. This will consequently allow reducing \( \theta \) and ultimately use smaller delay times \( \tau \) while keeping the number of virtual nodes of the reservoir constant. By controlling the strength of the optical injection carrier \( r_{\text{rinj}} \), the reservoir’s bandwidth response can be changed. We focus our investigation on two different levels of optical injection strength, a moderate injection with \( r_{\text{rinj}} = 0.4 \) and a strong injection with \( r_{\text{rinj}} = 2 \). For these two injection levels we study the performance of reservoirs that have two different virtual node separations: \( \theta = 100 \) ps and \( \theta = 12 \) ps. We evaluate and compare the performance in a parameter space which is defined by the physical quantities \( (r_c, \Delta f) \). For our numerical modeling, we consider initially \( N = 80 \) along one time delay \( \tau \). This size of the reservoir provides a fair compromise between efficient computational performance and speed.

2.2 Computing task

The task we evaluate here originates from the optical communications field and targets on signal recovery after fiber transmission. In the recent past, we have demonstrated the potential of TDRC for signal processing in optical communication systems [8]. In that work we addressed a signal recovery task by using a direct detection scheme. Here we investigate the potential of the TDRC to process signals in a coherent-detection transmission scheme. Specifically, we consider a 180 km-long, coherent transmission system at 1550 nm with encoding rate of 28 Gb/s. The transmission path includes a dispersion compensating fiber just after the emitter, but no optical amplification at any stage. The transmission channel is simulated by the coupled nonlinear Schrödinger equations (NLSE) [31]. An optical carrier is generated from a distributed feedback (DFB) SL. Two independent random binary streams are encoded in this carrier through a two-arm quadrature phase shift keying (QPSK) optical signal. We simulate a dispersion compensating fiber (DCF) with appropriate length before transmission. At the end of the transmission link, a bandwidth-limited balanced photoreceiver is modeled by two p-i-n photodetectors with transimpedance gain (TIA) that include thermal and shot noise effects. Their frequency response has a cutoff at 0.8 of the data encoding rate.

The coherent detector includes a DFB SL local oscillator which is
synchronized in frequency with the emitter laser. The two microwave branches of the balanced photoreceiver provide then the detected binary streams after transmission. Each stream is finally processed individually by the reservoir. The complete set of parameters used for the numerical simulation of the transmission system is provided in Supplementary material. The high launched power in the transmission channel causes high nonlinear signal distortion, but it also allows us to reach the 180 km distance with a signal to noise ratio of SNR = 10.5 dB for the detected signal.

2.3 Reservoir computing implementation

The detected signal from the coherent transmission system is introduced as a time-multiplexed signal at the input layer of the TDRC. More precisely, each binary pattern of information is represented by eight samples and is processed within one time delay $\tau$ of the reservoir. The information carried by these eight samples is expanded through interpolation over the number of virtual nodes $N$ defined within the delay loop $\tau$. In our consideration, when $N = 80$, each of the $N/8 = 10$ nodes receives the same input sample’s value. In order to introduce a diversity of responses of the virtual nodes, the input is pre-processed (or masked) before entering into the reservoir. The mask $h(t)$ contains $N$ input weights drawn from a random uniform distribution $[0,1]$ and each virtual node is multiplied with one weight value which is preserved for the whole task. This mask represents a static connectivity matrix between the input information and the reservoir’s virtual nodes. A visualization of the input sequence pre-processing is given in Supplementary material.

At the output layer of the TDRC, we consider the responses from 2000 binary patterns to train the system via an offline, standard, linear (ridge) regression algorithm with ridge parameter $\lambda = 0.01$ [32]. The calculated weights from the training procedure are then used to evaluate the binary values of 4000 patterns from independent test sets of this task. The error rate of the data recovery is calculated by comparing the computed binary value with the binary value that was initially encoded at the transmission system, via the logarithmic bit error rate log(BER).

We have shown in the past [8] that for such kind of tasks, the identification of a binary pattern depends also on its neighboring patterns. The number of neighboring patterns that should be taken into account depends on the mechanisms that disperse information to subsequent time frames. Here, we consider up to 10 neighboring patterns, in addition to the current pattern of the investigated time frame. This is rather a small number, compared to [8, 9] since, in this task, chromatic dispersion compensation is applied before fiber transmission. Thus, the nonlinear distortions that interfere with neighboring bit patterns do not extend very far in time. For all the investigations in this work, we determine the number of neighbors which leads to the minimum error rate. In almost all cases, this number lies between 5 and 9. This also means that the total number of virtual nodes’ responses that participate in the training process and the classification task will be $N$ times the number of patterns. For comparison reasons, we evaluated the same computing algorithm to the detected signal from the transmission system, without passing through the photonic reservoir. In this case, we obtain a decoding performance with as low as log(BER)$_{\text{REF}} = -1.6$. This error rate is well above the hard decision, forward error correction (HD-FEC) BER requirement for error-free decoding [33], which is equal to log(BER)$_{\text{HD-FEC}} = -2.42$.

3 Results

3.1 Bandwidth-enhanced reservoir operation

We start by characterizing the bandwidth enhancement through optical injection in our system, in which the response laser is biased ($I_c$) just below its threshold current. The laser emission is then triggered by the optical feedback and optical injection terms. We define as the response bandwidth of the reservoir the frequency interval between DC (while excluding the DC component) and the frequency which contains 80% of the total power spectral density of the emitted signal. We consider a photonic reservoir with a delay of $\tau = N\theta = 80 \cdot 12$ ps = 960 ps, where $N = 80$ and $\theta = 12$ ps. Random input noise, chosen from a uniform distribution, is fed into the photonic reservoir via the optical injection carrier for every iteration step of the integration method (1 ps). The frequency response that is obtained in the $(r_c, \Delta f)$ parameter space, for the two optical injection conditions ($t_{\text{inj}} = 0.4$ and $t_{\text{inj}} = 2$), is shown in Figure 2A,B, respectively. A first observation is that the frequency response of the reservoir is systematically enhanced for the strong injection condition, compared to the moderate injection case. This enhancement is found within most of the investigated parameter region $[r_c, \Delta f] \in \{[0, 0.2], [-45 \text{ GHz}, 60 \text{ GHz}]\}$ and ranges from a few GHz to more than 10 GHz. This is an effect that can potentially lead to boost the information processing rate of our photonic reservoir. However, the reservoir computing performance relies also on the dynamical nonlinear effects that change with injection strength, frequency detuning and feedback strength. The response laser – by interacting with the injected signal, as well as with its own time-delayed emission – is an active system, exhibiting several dynamical phenomena. Thus, its frequency response is not only a filtering process of the input signal. For example, in the case of moderate injection (Figure 2A), the regions in the parameter space with strong frequency detuning $|\Delta f| > 50 \text{ GHz}$ and strong optical feedback ($r_c > 0.1$) show an effective reduction of the system’s frequency response. The latter originates from the onset of coherence collapse of the response laser [34]; in these regimes chaotic emission is found and information processing tasks cannot be executed efficiently. A similar chaotic emission is expected also for the case of strong injection (Figure 2B), but at higher values of the feedback parameter than the ones recorded here. The bandwidth enhancement depends also on the injection locking conditions of the reservoir laser to the injected signal. For complete injection locking, this
influence is observed for negative frequency detuning $\Delta f$ [27, 28]. As the optical injection becomes stronger, the frequency detuning $|\Delta f|$ for which we find complete injection locking shifts to higher negative values. The boundaries of complete injection locking are observed where the bandwidth response shows a local minimum: around $-18$ GHz for the moderate injection case (Figure 2A) and around $-47$ GHz for strong injection case (Figure 2B).

Although several operating conditions may lead to similar bandwidth response, this can originate from different spectral profiles. An example is given in Figure 2C. We select two operating conditions in the $[r_c, \Delta f]$ parameter space: (i) $\{0.05, 0$ GHz$\}$ and (ii) $\{0.07, 33$ GHz$\}$, for the two investigated optical injection conditions ($r_{inj} = 0.4$ and $r_{inj} = 2$). When the frequency detuning is small or zero, as in case (i), there is a continuous low-pass nonlinear response of the reservoir to the injected signal. But as the frequency detuning becomes larger, as in case (ii), moderate injection conditions ($r_{inj} = 0.4$) allow rather a band-pass nonlinear reservoir response. This shows only low frequency components, combined with a response region around a peak frequency that depends on $|\Delta f|$ and $r_{inj}$. All frequency components between these two regimes are strongly suppressed. In contrast, when increasing the optical injection ($r_{inj} = 2$), the previously suppressed frequency components contribute much more now. In both cases (i) and (ii), strong injection leads to a broader spectrum, with much higher power spectral density of all frequency components. This broadband operation is expected to contribute positively to the computation tasks. We find equivalent dependencies when considering larger time delays and larger virtual node separation $\theta$ of the reservoir, e. g., for $T = N \theta = 80-100$ ps = 8 ns.

In section Photonic reservoir with SL and time-delayed optical feedback we discussed the conditions that the time separation $\theta$ of the virtual nodes must fulfill, with respect to the response time $T$ of the nonlinear node. If the nonlinear node was a solitary laser, its response time would be associated with the relaxation oscillation frequency. However, the dynamical photonic reservoir response is influenced by various system properties. The response laser is biased below threshold and its emission is induced only in presence of the external perturbations, i. e., the optical feedback and the optical injection. Figure 2A,B illustrate that the frequency response depends on the interaction conditions between the nonlinear node and the perturbations. Thus, it would be inaccurate to assign a unique response time $T$ to this system. One has to identify those conditions that will lead to an appropriate ratio of response time $T$ and virtual node separation $\theta$, in order to address a certain computational task [4, 29, 30] But even then, the nonlinear transformation of the TDRC system will finally determine the overall computation performance.

### 3.2 Computing task performance

Favorable operating conditions of the photonic reservoir should combine – besides the sufficient bandwidth response – other important attributes for computing, such as fading memory and consistent nonlinear input/output signal transformation [35]. When considering a photonic TDRC, its dynamical response to an input signal determines the nonlinear transformation and eventually the computing performance of the associated computational task. As discussed in section Materials and methods, the smaller the virtual node separation $\theta$ is, the faster the information processing can be, if the nonlinear responses have sufficiently large amplitude. Here, we identify those conditions that result in bandwidth enhanced operation and we study whether we can benefit from faster transient states and smaller virtual node separations $\theta$, without losing computational performance.

---

**Figure 2:** Frequency response of the photonic reservoir for (A) moderate ($r_{inj} = 0.4$) and (B) strong ($r_{inj} = 2$) optical injection conditions, in the $[r_c, \Delta f]$ parameter space. (C) Frequency response profiles for moderate ($r_{inj} = 0.4$) and strong ($r_{inj} = 2$) optical injection, for two operating conditions of the photonic reservoir in the $[r_c, \Delta f]$ parameter space: (i) $\{0.05, 0$ GHz$\}$ and (ii) $\{0.07, 33$ GHz$\}$. These conditions are noted with star shapes in panels (A) and (B).
3.2.1 Slow transient operation

Initially we consider the case of a photonic TDRC with large virtual node separation of $\theta = 100$ ps ($\tau = 8$ ns) and we evaluate its efficiency to recover the encoded binary sequences for the transmission task described in section Materials and methods. This is obtained via a high-resolution $\{r_c, \Delta f\}$ parameter scan, for the two cases of optical injection ($r_{\text{inj}} = 0.4$ and $r_{\text{inj}} = 2$). The results are shown in Figure 3. The conditions for best performance for moderate (Figure 3A) and strong (Figure 3B) optical injection are located in different regions of this parameter space. Nevertheless, the best obtained performance is similar for both cases and corresponds to a logarithmic bit error rate as low as $\log(\text{BER}) = -2.9$. This means that by using bandwidth enhancement techniques we can maintain a similar computing performance at higher processing speed. However, strong optical injection conditions define a wider parameter space to obtain the lowest error rates. Finally, the optical feedback cavity with $\tau = 8$ ns ($\theta = 100$ ps) is at the boundary of the short-long cavity regime [27, 28, 38]. Thus, the dynamical response of the reservoir is only slightly affected by the optical feedback phase.

3.2.2 Fast transient operation

When the photonic TDRC is realized with the smaller virtual node separation ($\theta = 12$ ps), an additional consideration must be taken into account for achieving the highest computational performance. The time delay in this case ($\tau = 960$ ps) lies in the short cavity regime [27, 28, 36–38]. The phase condition of the delayed feedback signal plays now a significant role in the dynamical behavior of the system. Thus, the phase of the optical feedback loop is an additional parameter that enters into the considered parameter space.

Therefore, we evaluate the same signal recovery task for $\theta = 12$ ps, but in an extended three-dimensional $\{r_c, \Delta f, \phi\}$ parameter space, that also includes the phase dependency of the feedback cavity. The error-rate comparison for the two optical injection cases is shown in Figure 4. These two-dimensional mapping graphs are obtained after a scan of the feedback phase value in the range $[0, 2\pi]$, for each $\{r_c, \Delta f\}$ condition. For moderate optical injection (Figure 4A), the minimum error rate has a value of $\log(\text{BER}) = -2.24$ and is only found for a very small range of operating conditions around $\{r_c = 0.03, \Delta f = 8$ GHz$\}$. For this operating condition, the dynamical bandwidth of the reservoir is only 7.1 GHz; thus, the limited frequency response of the reservoir cannot provide sufficiently fast transient responses, affecting the overall computing performance. Such conditions are not adequate to provide an error-free decoding of the examined task, through additional HD-FEC encoding. In contrast, by considering strong optical injection conditions, the bandwidth enhancement allows the generation of faster transient states (Figure 4B). The minimum log (BER) value obtained is improved now to $-2.9$, as found for the operating condition ($\{r_c = 0.07, \Delta f = 33$ GHz$\}$). The corresponding bandwidth response is now 22.9 GHz, showing a significant increase of 15.8 GHz compared to moderate injection condition. Moreover, an error-free data recovery, which can be obtained when $\log(\text{BER}) < \log(\text{BER})_{\text{HD-FEC}} = -2.42$.

![Figure 3: BER performance of data recovery after RC post-processing in the $\{r_c, \Delta f\}$ parameter space of a reservoir with large virtual node separation ($\theta = 100$ ps), for (A) moderate ($r_{\text{inj}} = 0.4$) and (B) strong ($r_{\text{inj}} = 2$) optical injection. Black dashed line includes the areas with $\log(\text{BER}) < \log(\text{BER})_{\text{HD-FEC}} = -2.42.$](image-url)
reservoir. In Figure 4C we show the phase dependence of the error rate performance, for the best operating conditions of (A) (red circles) and (B) (blue circles). Finally, we validate the importance of the system’s frequency response and its contribution to the computational performance, by applying a low-pass filter to the reservoir’s response for the strong injection scenario. We select a cutoff frequency that results in a response bandwidth equal to the one obtained for the best performance at moderate injection (7.1 GHz). We repeat the evaluation for the best conditions identified in Figure 4B ($r_{\text{inj}} = 2$) and we obtain a data recovery performance similar to the moderate injection case, with $\log(BER) = -2.12$. This illustrates the importance of the bandwidth enhancement when considering smaller virtual node separations to speed up the computation.

4 Reservoir optimization

In the previous parts of section Results, our investigation was focused on the physical properties and operating conditions of the photonic reservoir. Two other system variables that can be used to further optimize the TDRC performance are the number of virtual nodes $N$ and the masking sequence that is used for the input connectivity assignment to the reservoir[39–41]. For the best operating condition of the bandwidth-enhanced operation ($r_{\text{inj}} = 2$), as obtained from Figure 4B for the two different $\theta$ values, we show the task performance dependence on different reservoir sizes $N$ and for 100 different random masking sequences. The evaluation results are presented in Figure 5, showing several clear trends. First, the masking sequence can play a decisive role on the task performance. The height of the bars in Figure 5 indicates the minimum and maximum error rate performance for the different masking sequences, which has been analyzed for the two injection conditions. The large bar height implies that an optimization procedure needs to be included in the pre-selection of the connectivity input pattern for the reservoir. Second, a reservoir that includes a larger number of virtual nodes improves the task performance. This comes, however, at the expense of a slower processing per unit information, since the total time delay of the photonic reservoir increases. Finally, strong injection conditions always allow the TDRC system to reach lower error rates, compared to weaker injection, for a given reservoir size.

5 Experimental validation in slow transient operation

Based on the numerical analysis presented in the previous section, we can make the following two claims: (i) for slow transient operation, the TDRC system can reach lower error rates, compared to moderate injection, for a given reservoir size. The large bar height implies that an optimization procedure needs to be included in the pre-selection of the connectivity input pattern for the reservoir. Second, a reservoir that includes a larger number of virtual nodes improves the task performance. This comes, however, at the expense of a slower processing per unit information, since the total time delay of the photonic reservoir increases. Finally, strong injection conditions always allow the TDRC system to reach lower error rates, compared to weaker injection, for a given reservoir size.
transient operation, strong injection increases the parameter region in which we achieve better performance. (ii) for fast transient operation, the combination of strong injection and bandwidth enhanced operation is required to reach the best performance. We validate our first claim experimentally, by implementing a photonic reservoir to address the task described in section Computing task. To this end, we had to slightly adjust the transmission length of the communication system. In particular, we reduced that slightly to 170 km, to compensate for additional noise sources we have in the experimental implementation. The reservoir is an optical fiber-based implementation of the concept presented in Figure 1. It consists of a long cavity time delay of $\tau = 16.8$ ns, with a virtual node separation of $\theta = 100$ ps. This means that we can define 168 virtual nodes along the fiber loop, from which we use only the first $N = 80$ virtual node responses to process the input information. For this cavity length, there is no dependence on the optical feedback phase. The classification algorithm we apply is also the same as described in section Computing task. It is implemented offline. All relevant details for the experimental configuration and corresponding parameters can be found in Supplementary material.

Figure 6 depicts the error rate performance of the data recovery task with the TDRC, when using the experimental photonic reservoir. The characterization has been performed in dependence on the frequency detuning $\Delta f$, for two different feedback ratios ($r_c = 0.019$ and $r_c = 0.035$) and for moderate ($P_{\text{inj}} = 0.125$ mW, Figure 6A) and strong ($P_{\text{inj}} = 0.5$ mW, Figure 6B) optical injection. Strong optical injection yields a lower error rate for many operating conditions of the reservoir. However, we find the minimum error rate to be the same for both moderate and strong injection ($\log(BER) = -2.8$). The overall performance behavior is in agreement with our numerical results shown in Figure 3.

The experimental validation of the system’s behavior in the fast transient operation is still an open challenge for the future. The proposed node separation ($\theta = 12$ ps) lies at the technological limit of the supporting instrumentation, such as the waveform generators which are commonly used to introduce the information to be processed into the photonic system. Such small $\theta$ values are desirable since they allow the definition of a larger number of virtual nodes in experimental implementations of photonic integrated circuits, where the time delay is limited. In such platforms it is feasible to control the phase of the delay feedback field, and hence the dynamical operation of such devices, as it has been shown in the past [42, 43].

![Figure 6: BER performance of data recovery after post-processing with an experimental photonic reservoir, for a slow transient reservoir operation ($\theta = 100$ ps), versus frequency detuning $\Delta f$, for two different feedback ratios ($r_c = 0.019$ and $r_c = 0.035$) and for (A) moderate ($P_{\text{inj}} = 0.125$ mW) and (B) strong ($P_{\text{inj}} = 0.5$ mW) optical injection.](image)

### 6 Discussion

In this study, we demonstrated numerically the potential of bandwidth-enhanced operation for photonic TDRC to speed up their computation without sacrificing performance. Bandwidth enhancement is a necessary condition to generate fast transient states with sufficient amplitude; however, it is not a sufficient condition to achieve good reservoir computing performance. Our approach to achieve both attributes is by varying the strength and the frequency detuning of the optical carrier that introduces the information to be processed by the TDRC. For strong optical injection and properly chosen frequency detuning, feedback strength and feedback phase, we enable the use of virtual node separations of only 12 ps – the shortest reported so far – for successfully implementing an optical communication signal recovery task. While we have experimentally demonstrated that strong optical injection increases the tolerance of selecting the appropriate operating conditions of the TDRC, the numerical findings of this study provide a roadmap for implementing experimentally the bandwidth enhanced approach in the near future.
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