Three-dimensional spatiotemporal tracking of nano-objects diffusing in water-filled optofluidic microstructured fiber

Abstract: Three-dimensional (3D) tracking of nano-objects represents a novel pathway for understanding dynamic nanoscale processes within bioanalytics and life science. Here we demonstrate 3D tracking of diffusing 100 nm gold nanosphere within a water-filled optofluidic fiber via elastic light scattering–based position retrieval. Specifically, the correlation between intensity and position inside a region of a fiber-integrated microchannel has been used to decode the axial position from the scattered intensity, while image processing–based tracking was used in the image plane. The 3D trajectory of a diffusing gold nanosphere has been experimentally determined, while the determined diameter analysis matches expectations. Beside key advantages such as homogenous light-line illumination, low-background scattering, long observation time, large number of frames, high temporal and spatial resolution and compatibility with standard microscope, the particular properties of operating with water defines a new bioanalytical platform that is highly relevant for medical and life science applications.
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1 Introduction

Measuring the trajectory of diffusing nano-objects that have dimensions substantially below the diffraction limit represents a powerful approach particular within bioanalytics and life science. This allows us to understand processes at the nanoscale level, examples of which include protein folding [1] or for measuring virus concentrations [2]. Various types of microscopy-based image processing techniques for object localization and tracking with both high temporal resolution, as well as localization precision have been developed [3, 4]. However, most currently employed schemes only track the object of interest in the image plane, while accessing the axial dimension, i.e., conducting full three-dimensional (3D) tracking, is considerably more challenging. Promising experiments using multifocal plane microscopy [5] or point spread function engineering [6, 7] have been conducted, while standard microscopes cannot be directly used due to the need for additional components (e.g., additional camera [8], phase masks [9]).

Recently microstructured optical fibers have been introduced as a novel platform for the tracking of diffusing nano-objects over very long time scales using elastic light scattering [9–13]. Here tracking by means of elastic light scattering includes key advantages such as unlimited photon budget, fast data acquisition [14, 15] and avoidance of labeling [16], all of which are difficult to achieve with fluorescence-based schemes. As recently demonstrated, one configuration of the fiber-based approach allows full 3D tracking of a diffusing nanosphere over thousands of frames at kHz frames rates via elastic light scattering–based position retrieval [13]. This approach uses a microstructured optical fiber including a liquid-filled microchannel (diameter $D_n \approx 1 \mu m$) running parallel to the light guiding glass core (with a center-to-center distance of about 2 μm) allowing to retrieve the position of the nano-object along the direction of the microscopic detection via the intensity of the light scattered at the evanescent field of the core mode. Specifically, the successful tracking of a diffusing 50-nm
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gold nanosphere along all three spatial directions over seconds was demonstrated. Particular remarkable is the very large number of continuously recorded frames ($N_f = 8000$) greatly exceeding the track lengths of other reported evanescent-based 3D tracking schemes, examples of which include the tracking of 200 nm polystyrene sphere nanoparticles inside water ($N_f = 67$) [17] or nil red molecules inside poly(acrylamide) (PAA) gel ($N_f = 8$) [18]. Here it is important to note that as the standard deviation of the determined diffusion coefficient scales with $1/\sqrt{N_f}$ [19–21], the fiber-based approach shows an unprecedented statistical significance regarding the determination of hydrodynamic diameters. Compared to commonly used nanoparticle tracking analysis (NTA), which due to low number of frames gives a precision (i.e., standard deviation) per ensemble, the fiber approach yields a very high precision per nano-object. This allows for principally studying the dynamics of single nano-objects, an issue that is challenging to achieve with the commonly used implementations of NTA. Other advantages of the fiber approach include high and homogeneous illumination intensity along the entire field of view (i.e., diffractionless light-line illumination), confinement of the nano-objects to the area of illumination and the focal plane of the microscope, reduced readout time and increased frame rates due to the smaller imaging window (35 pixel height) on the camera chip, principal compatibility with fiber circuitry, very small sample volumes (<200 pL) and, in contrast to fluorescence, no photodegradation.

In spite of these benefits mentioned above, this fiber-based 3D tracking approach demands a specific value of refractive index (RI) inside the microchannel to achieve an exponential evanescent field and an unambiguous correlation between scattered intensity and position. Such RI adjustment has been achieved using a composite liquid containing water and dimethyl sulfoxide (DMSO), although the use of a mixture is unfavorable for bioanalytical applications typically requiring a water environment.

In this work, we resolve the mentioned issue by an extended data processing procedure of the measured trajectories, allowing for 3D tracking inside a half semicircle region of the microchannel of the optofluidic fiber in case it is filled with water (Figure 1a). The hydrodynamic diameter of the nanosphere within the confined channel is estimated by applying the resistance coefficient for the three directions separately. The presented 3D tracking approach includes all mentioned advantages of fiber-based 3D tracking and additionally is able to handle a water environment, making this system in particular relevant for bioanalytics applications.

2 Concept and working principle

The working principle of the waveguide-based 3D tracking scheme discussed here relies on a combination of localization microscopy within the image plane (xz-plane, Figure 1a inset) and scattering light–based position retrieval along axial direction (y-direction, Figures 1b and 1a inset).

The waveguide used is a microstructured single-mode graded index fiber (MGIF) (Figure 1a) consisting of a central waveguide core with a longitudinal water-filled microchannel (diameter $D_m \approx 1 \mu m$) running parallel to the glass core. The nano-objects diffusing inside the water-filled microchannel are homogenously illuminated by the evanescent field inside the channel across the entire field of view. They are localized within the image plane via the elastically scattered light that is sidewise detected by a microscope. The position of the particle along y-direction can be retrieved from the scattered intensity due to the

---

![Figure 1](image_url): The concept of three-dimensional (3D) tracking of nano-objects inside a water-filled modified graded index fiber. (a) Illustration of the concept (light blue: water-filled microchannel, red: optical core). The yellow elements represent the nano-objects. The inset is a sketch of the fiber cross-section within the yz-plane showing the modal intensity distribution of the core mode along the y-direction. The intensity based y-position retrieval can be achieved in the highlighted channel region (nondashed area). (b) Sketch of fiber cross-section (xy-plane) and experimental configuration (i.e., relative orientation of core, micro-channel and microscope objective) used for 3D tracking. (c) Scanning electron micrographic (SEM) image of the cross-section of the implemented microstructured fiber.
relation between the \(y\)-coordinates and local field intensity \(I = I(y)\). Therefore, this special fiber geometry provides a platform for 3D tracking by retrieving the depth location (\(y\)-axis) from the scattered intensity which commonly cannot be measured. The position within the \(xz\)-plane is determined by image processing, i.e., via center-of-mass analysis in the recorded images.

In order to decode the axial position from the scattered intensity, an bijective function between the local intensity distribution of the evanescent field and the \(y\)-coordinate \((I = f(y), y = f^{-1}(I))\) is required, i.e., the \(y\)-position can be uniquely determined from one certain intensity. In contrast to the water-DMSO mixture used in our previous work (RI \(n_r = 1.44\) at a wavelength of \(\lambda = 640\) nm) [13], in which the field intensity can be described by a uniform exponential function within the whole channel, the intensity distribution (simulated by finite-element modeling using COMSOL) of the evanescent field inside the microchannel in case of pure water filling is substantially more complex regarding the following three aspects: (i) First, using water leads to a distinct variation of the intensity inside the microchannel not only along the \(y\)-axis but also along the \(x\)-direction in contrast to our previous work using DMSO/water. Consequently, the mathematical function that relates \(y\)-position and intensity must be determined separately for each \(x\)-position. (ii) Secondly, the function between intensity and \(y\)-position is surjective (i.e., double-valued) at certain \(x\)-positions within a certain part of the low-intensity region (red-shaded area in Figure 2a), yielding an irreversibility from intensity to \(y\)-position. Therefore, the intensity position recovery can only be achieved exclusively in the single-valued region of the channel (non-red-shaded area in Figure 2a). (iii) Another feature is the nonexponential decay of the evanescent field for each \(x\)-position particular in the low-intensity semicircle of the microchannel (meshed area in Figure 2a). Here the deviation from a single exponential decay is significant in contrast to the upper semicircle (Figure 2c).

In order to circumvent the mentioned issues, the 3D tracking addressed here is restricted to the upper semicircle of the microchannel \((I = I(x, y \geq 0))\), nonmeshed area in Figure 2a and b), i.e., high-intensity region which is partitioned into small bins along \(x\)-direction (Figure 2b). This choice yields a bijective (i.e., single-valued) function between intensity and position in each bin. A detailed investigation of the mode field in \(y\)-direction within defined spatial bins has revealed that a single exponential function including two parameters can be used to approximate the field behavior in that region (Figure 2c):

\[
I_i(y) = e^{(p_i y + b_i)}
\]

with the slope and local intensity parameters \(p_i = p_i(x)\) and \(b_i = b_i(x)\), respectively, that both depend on the bin index \(i\).

Examples of intensity distributions for selected bins including the respective fit using Eq. (1) are shown in Figure 2c, confirming the applicableness of a single exponential function with \(x\)-dependent parameters. As a consequence, the locations of a nano-object along the \(y\)-direction within the upper semicircle of the microchannel cross section can be retrieved from its scattered intensity bin by bin.

\section{3 Methods}

The fiber used in the experiments consists of a graded index GeO\(_2\)-doped silica core (1.4 \(\mu m\) diameter) with a maximum RI of \(n_r = 1.49\) (maximum doping concentration is 26 mol \%) [22] in the center and a parallel running microchannel with pitch (center-to-center distance)
of \( \lambda = 2 \) \( \mu \)m (Figure 1b). The fiber is single-mode at the operation wavelength \( \lambda = 642 \) nm. SEM imaging (Figure 1c) reveals that the microchannel is slightly elliptical with the principal extensions along the \( x \)- and \( y \)-directions of \( D_{m}^{x} = 1.2 \) \( \mu \)m and \( D_{m}^{y} = 1.1 \) \( \mu \)m, respectively.

The solution used consists of water of buffer medium and spherical gold nanoparticles (particle concentration of \( 5.6 \times 10^{12} \) particles/mL). Prior to the tracking experiment, the diameter distribution of the nanosphere ensemble has been characterized using a commercially available device (Malvern Zetasizer Nano ZS), showing an average hydrodynamic diameter and a standard deviation of \( d_{NP} = 104.3 \) nm and \( \sigma_{NP} = 0.666 \) nm, respectively. Here we use the \( z \)-average as mean nanoparticle diameter, which is typically considered in the literature within the context of Zetasizer measurements, i.e., dynamic light scattering (DLS) experiments. The standard deviation stated has been obtained here from statistically analyzing a series of Zetasizer measurements (here nine) on the same sample. The choice of nanosphere diameter represents a compromise between the intensity decay across the water-filled microchannel, the in-fiber power, the scattering cross section and the frame rate, allowing the nanosphere to be tracked along the transverse direction at any time. The particle diameter considered here is larger compared to our previous work [13], imposed by a smaller scattering coefficient and a faster field decay, both of which result from the smaller RI of water compared to the liquid used in our previous work.

For the tracking experiments, red laser light (Thorlabs HL6366DG, \( \lambda = 642 \) nm) is coupled into the fiber core via an objective (20x NA = 0.4) from one end of the fiber. This solution is introduced into the microchannel from the output side of the fiber by capillary action within several minutes until the respective observation region of the microscope objective is filled with the nano-object solution (a sketch of the experimental setup and a plot of the calculated filling time can be found in the Supplementary material). Note that the required sample volumes are extremely small (<200 pL). In order to avoid the impact of drift the tracking experiment was not started until the liquid flow was vanished. To confirm the absence of flow, the trajectories of the nano-object along \( z \)-direction is plotted in Figure 3a, showing no direction-biased movement. The corresponding histogram of the probability of the displacement along the \( z \)-direction at different time intervals, as well as the related normal distribution fittings (red curves in Figure 3c) that are centered on the origin further confirming the absence of flow. The sidewise scattered light from the gold nanoparticles (measured at a distance of 7 cm from the output side) is collected by an oil-immersed \( \times 60 \) objective and imaged onto a sCMOS camera (ANDOR Zyla 4.2 Plus). The raw video of the tracking experiment is presented in the Supplementary material and three selected frames are shown in Figure 3b. Note that for the 3D tracking, the fiber is oriented such that the connection line between the centers of core and microchannel coincides with the axis of the objective (Figure 1b).

Within the presented experiments, the guided power in the fiber was about 2.4 mW and the camera frame rate was \( v = 2741 \) Hz with the exposure time of 0.36 ms. The input power was chosen on the basis of considering the trade-off between the saturation of signal in the upper semicircle and the detecting the nanoparticle at any location in the lower semicircle.

The tracking procedure within the image plane (i.e., \( xz \)-plane) involves frame-by-frame center-of-mass localization using the Trackpy (v. 0.3.3) package of Python. As examples, the determined positions of the particle in 2000th, 8000th and 11,000th frames are marked by the yellow dashed circles in Figure 3b. The final result is a data set containing over 10 thousands of entries, each of which includes the \( x \)-, \( z \)-locations and the corresponding scattered intensity (entry \( = \{ x, z, f_{j}, \text{frame index} \} \). Optimization of the various parameters leads to a transverse localization accuracy of \( \sigma_{z} = 3.06 \) nm.

The determination of the parameters required for Eq. (1) mainly requires the two following data processing procedures: (i) partitioning the trajectory along the \( x \)-axis in bins and (ii) selection of data entries that are within the upper (high-intensity) semicircle (non-meshed area in Figure 2a). Note that the data processing does not rely on the simulated mode field patterns but rather uses the measured trajectory, thus circumventing the impact of improper knowledge on RI distribution and/or geometric parameters.

**Step 1. Binning:** The first step – the binning – involves dividing the data entries into bins of constant width along the \( x \)-direction with the aim to obtain the parameters \( p_{i} \) and \( b_{i} \) within each bin (central bin position \( x_{i} \), index of bin \( i \)). The correct choice of bin width \( \Delta x_{bin} \) is essential for a comparison of experimental results and finite-element simulations, since a smaller bin width leads to smaller deviation between the single exponential function approach (Eq. (1)) and the distribution of values of the fitting parameter across the bin, while the accuracy of the
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determined parameters reduces simultaneously due to the lower number of points per bin. Considering that trade-off, we decided the total bin number to be $N_{\text{bin}}^\text{sim} = 100$, providing a small bin width ($\Delta x_{\text{bin}} \approx 10$ nm) as well as sufficient sampling points per bin ($N_{\text{bin},i} \geq 20$). Note that the trajectories in every symmetric pair of bins along the $x$-direction are combined within one bin which is a valid approach considering the geometric symmetry of the microchannel (Figure 2c). Note that due to the small number of points in the first bin ($N_{\text{bin},i} = 4$), we consider the first and second bins as one bin; therefore the number of practically analyzed bins is 49 considering the symmetric combination.

Step 2. Selection: The second step – the entry selection – relies on dividing the entire data set into a higher and lower intensity subset corresponding to the upper and lower semicircles of the microchannel (Figure 2b). Here the unique properties of the MGIF environment play an essential role: due to the transverse confinement and the light-line illumination, the diffusing gold nanoparticles can be tracked for very long time (here, $\tau \approx 5.8$ s) at kHz frame rate (here, $\nu = 2741$ Hz), leading very large number of total frames ($N_f \approx 16,000$ in the present case). Taking into account the statistical nature of Brownian motion, an even and homogenous distribution of the spatial locations of the nano-object within the microchannel cross section can be anticipated. Based on this assumption, the probability of the nano-object to appear in either the upper (Figure 2b) or the lower semicircles should be 1/2, allowing us to divide the data in each bin into two classes by sorting the individual entry with respect to the median intensity value $I_{\text{med},i}$ that has been obtained bin by bin. As a result, the high-intensity subset ($I_{i,j} > I_{\text{med},i}$) corresponds to nano-object positions inside the upper semicircle ($y > 0$), while the complementary ($y < 0$) holds for the low-intensity subset ($I_{i,j} < I_{\text{med},i}$).

With the known $y_{\text{med},i}$ (set to be at $y = 0$ nm as the reference position) and $I_{\text{med},i}$, the local intensity parameter $b_i$ can be obtained by inserting these values into Eq. (1). The slope parameter $p_i$ can be calculated accordingly by using the highest intensity in each bin with the corresponding relative $y$-position $y_{\text{max},i}$ (calculated from the elliptic equation $y_{\text{max},i}^2/d_{y,i}^m + x_{i}^2/d_{x,i}^m = 1$ describing the shape of the microchannel) and $b_i$. Here the geometry parameters $d_{x,i}^m$ and $d_{y,i}^m$ take into account the physical size of particle (about 100 nm diameter) and are therefore smaller than the channel axes length $D_{x}^m$ and $D_{y}^m$. The length $d_{x,i}^m = 1.1$ nm is calculated from the experimentally measured transverse distance the nanoparticle has traveled along x-axis while $d_{y,i}^m = 1$ µm, estimated from $D_{x}^m = 1.1$ µm obtained from SEM imaging.

4 Results

The spatial distribution of the parameters $p$ and $b$ obtained from the bin-by-bin procedure of the tracked data (red dots) are compared in Figure 4 to corresponding values from simulations using the same data treatment (dashed blue lines). The slope parameter obtained from experiment $p_{\text{exp}}$ shows a very good agreement with its simulated counterpart $p_{\text{sim}}$ ($D_{x}^m = 1.2$ µm, $D_{y}^m = 1.1$ µm) (Figure 4a) which is remarkable considering that this parameter has been determined from two pairs of values only and that the simulations include several assumptions such as a perfect ellipse shape of the channel or a simple concentric RI distribution in the core. More pronounced deviations are visible at lower bin indices, i.e., positions closer to the boundaries of the microchannel. We attribute this to the lower number of frames available (inset of Figure 4a). Statistically speaking, more frames available within one bin imposes a higher probability that the nano-object is located at $y = 0$ and $y = y_{\text{max}}$ thus leading to higher probability to obtain more accurate intensity values at these two positions ($I_{\text{med},i}$ and $I_{\text{max},i}$). Note that another potential source of error is the limited spatial resolution of the SEM imaging impacting the determination of the extension of the channel along the $y$-direction. Within the context of the analysis presented, the uncertainty in the determination of $d_{x,i}^m$ is $\Delta d_{x,i}^m = \pm 80$ nm, imposing an error in the estimation of $y_{\text{max}}$ with this impact being strongest in the center of the semicircle ($x_i = 0$). Besides, the non-ideal ellipse shape of the channel also contributes to the error which is not considered in both simulations and experimental data analysis.

As the parameter $b$ scales with the local field intensity, $b_{\text{sim}}$ can be adapted to the range of $b_{\text{exp}}$ as shown in Figure 4b showing a good agreement in terms of evolution and dynamic range between simulation and experiment.

4.1 3D trajectories recovery

To obtain continuous correlations between the parameters and the $x$-position ($p = p(x)$ and $b = b(x)$) independent of simulations, we applied 2nd order polynomial fitting to the experimentally obtained parameters $p_i$ and $b_i$ in each bin with the corresponding central bin position $x_i$ (black lines in Figure 4a and b). Note that the feasibility of using second order polynomial fitting to the parameters is confirmed in simulations as shown in the Supplementary material.
Therefore, the \( y \)-position for frame \( j \) in the upper half channel region can be retrieved by solving Eq. (1) for \( y \), leading to
\[
y_j = \frac{\log(I_j(x)) - b(x)}{p(x)}.
\]
Together with the tracked positions in the \( xz \)-plane, the frame number–sorted 3D trajectory of the nanoparticle \( \{x, y, z\}_k \) with entry index of \( k = 1 \ldots N_{\text{up}} \) \( (N_{\text{up}}: \text{number of frames in the upper region}) \) within the high-intensity semicircle is obtained. The projection of nanoparticle positions onto the \( xy \)-plane (fiber cross-section plane) is shown in Figure 5b with 97.23\% of retrieved \( y \)-positions being located within the upper semicircle. Note that the remaining 2.77\% trajectories are out of the upper semicircle due to the polynomial fit used for the parameters of Eq. (1) (Figure 4). The plot reveals an homogenous nanoparticle distribution across the upper semicircle and thus post \textit{a priori} confirming the assumption that was required to determine \( I_{\text{med},i} \) and \( I_{\text{max,i}} \). The 3D trajectory in the upper semicircle is visualized in Figure 5a, confirming the feasibility of the scattered-intensity–associated 3D tracking approach. Note that once the nanoparticles enters the lower intensity region \( (y < 0) \), tracking along the \( y \)-direction in not feasible via the use of Eq. (1), i.e., the 3D tracking procedure is only valid in the upper semicircle. To highlight this procedure, Figure 5a shows the continuous parts of the trajectory of the nanosphere that are solely located in the upper semicircle. Here each subtrajectory is shown in one single color. The number of continuous trajectories of the nanoparticle in the upper semicircle is \( N_{\text{con}} = 492 \), while the averaged and maximum number of frames per continuous trajectory are \( N_{\text{ave}} = 16 \) and \( N_{\text{max}} = 262 \).

### 4.2 Mean squared displacement analysis and Stokes–Einstein relation

One important application of NTA is diameter determination of deep subwavelength nano-objects via mean squared displacement (MSD) analysis [23–25]. This analysis is associated with the statistical nature of Brownian motion, i.e., diffusion and yields a linear dependence between the second momentum of the position change \( \langle q^2 \rangle \) (with the spatial coordinate \( q = x, y, z \)) and the lag time \( \Delta t \) [26]. Here we apply MSD analysis along the three spatial directions independently yielding:
\[
\langle q^2 \rangle = 2D_q\Delta t + \sigma_q,
\]

Figure 5a shows the continuous parts of the trajectory of the nanosphere that are solely located in the upper semicircle. Here each subtrajectory is shown in one single color. The number of continuous trajectories of the nanoparticle in the upper semicircle is \( N_{\text{con}} = 492 \), while the averaged and maximum number of frames per continuous trajectory are \( N_{\text{ave}} = 16 \) and \( N_{\text{max}} = 262 \).

Each color represents a continuous subtrajectory and the color scale refers to relative position of the respective subtrajectory inside the entire track ensemble (e.g., 100\% refers to \( N_{\text{con}} = 492 \)). (b) Transverse locations of the nanoparticle within the upper semicircle of microchannel, i.e., projection of the entire data set onto the \( xy \)-plane. The boundaries of channel and center of particle are separately indicted by the red solid and red dash lines. The border between upper and lower half of the channel \( (y = 0 \, \mu m) \) is illustrated by the blue dashed line. The color of each point refers to the location of the nanoparticles at a specific time.
with the direction-dependent diffusion coefficient $D_q$ and corresponding potential errors summed up in $\sigma_q$. The error of the diffusion coefficient $\sigma_{D_q}$ is related to the number of frames $f$ and number of lag times $n_l$ involved in the MSD analysis by: $\sigma_{D_q} = \frac{2k_B}{3f\eta_{np}} \frac{D_q}{\sqrt{n_l}}$ [19–21], which are very small in this work due to the large frame number (16,000 for $x$-, $z$-direction and 6879 for $y$-direction in calculation). Here it is important to note that even though the position retrieval procedure along the $y$-direction is only valid in the upper semicircle, the nano-object can always be tracked within the image plane and identified as the same particle. This allows us to use the trajectories within the upper semicircle ($y > 0$) for the MSD analysis in the $y$-direction and all the trajectories within the whole channel for MSD analysis in the $x$- and $z$-directions (details in the Supplementary material). Here we have used the first three lag times for fitting Eq. (3) to the MSD data (Figure 6a), which includes 7473, 7148 and 6879 trajectories along $y$-direction and 15,999, 15,998 and 15,997 trajectories along $x$- and $z$-directions. Note that generally the first lag times include the statistically smallest errors (details in [27]) and are therefore most relevant for a precise determination of the diffusion coefficient of the nano-object, while using more lag times does not improve statistics. The hydrodynamic diameters of the nano-object along the three spatial directions $d_q$ are obtained via the Stokes–Einstein relation [23]:

$$d_q = \frac{2k_B T}{6\pi \eta D_q},$$

with the Boltzmann constant $k_B$, the temperature $T$ and the viscosity $\eta$. Note that $d_q$ is an auxiliary quantity and refers to the diameter in the case of confinement, which is not the diameter of the free diffusion situation. As shown in Ref. [29] the confinement provided by the microchannel substantially alters diffusion compared to the unconfined case, i.e., leads to different values of $d_q$ along the transverse and longitudinal directions which in the context of this work is accounted for by using the hindrance factor as shown in the subsequent section (Sec. 4.3). Here we assume a temperature of $T = 293\, \text{K}$ and a corresponding viscosity of $\eta = 1.001\, \text{mPa}\cdot\text{s}$ [28].

The linear dependence of the measured MSD data (Figure 6a) justifies the applicability of the linear fitting procedure on the basis of Eq. (2) and reveals that within the first three lag times, transverse confinement imposed by the microchannel does not change the functional shape of the dependency (fitting results shown in Table 1). This choice is justified by estimating the time $t_d$ a nanoparticle requires to freely diffuse from the center of channel to the wall with a length of $L = 0.5\, \mu\text{m}$, which roughly represents the average radius of the microchannel. Assuming a 100 nm nanoparticle and neglecting $\sigma_q$ in Eq. (2), Eq. (3) leads to $t_d = 3L^2d_q^2$ $/ 6\eta_T = 58\, \text{ms}$, which is much longer than three lag times (1.09 ms). The value of $\sigma_q^{NP}$ is larger compared to those of the tracked directions which is expected due to the stronger susceptibility of the intensity-mediated position retrieval procedure on experimental inaccuracies (for details see the study by Jiang et al. [13]).

### 4.3 Application to available data set: resistance coefficient

As investigated in a study by Higdon et al. [29], the microchannel imposes a transverse confinement which alters the viscosity field of the fluid in all dimensions by a resistance coefficient $R_q$ ($q = x, y, z$) in comparison to free diffusion (details can be found in the Supplementary material). Therefore the diffusion property of the nanoparticle is consequently modified by $R_q$, leading to:

$$D_q = \frac{2k_B T}{6\pi \cdot (\eta \cdot R_q(a_q, r_0)) \cdot a_q} = \frac{C}{R_q^{avg}(a_q) \cdot a_q} = \frac{C}{\bar{a}_q},$$

where $a_q$ is the hydrodynamic diameter of the particle in free diffusion which we would like to determine. Note that $R_q$ is a function of particle size $a_q$ and radial position of particle $r_0$. In the particle size estimation process using Eq. (3), this dependence of $R_q$ needs to be taken into account as otherwise an incorrect estimation of the particle size via $d_q = a_q \cdot R_q^{avg}$ would be obtained. Here $R_q^{avg}$ is the averaged.

---

1 This time relates to a probability of 68\% that the nano-object is located in the interval $0 \leq r_0 \leq L$. 

![Figure 6: Measured (dots) dependence of mean squared displacement (MSD) on lag time for the gold nanosphere investigated along the three spatial directions (x: yellow, y: blue and z: green). The solid lines show the corresponding linear fits using Eq. (2).](image-url)
resistance coefficient within the whole channel cross-section which is a function of particle size \( a_q \) as well (details in the Supplementary material). To circumvent inaccuracies, the true particle diameter \( a_q \) can be obtained by iteratively solving the function:

\[
d_q - a_q \cdot R_{q}^{avg}(a_q) = 0.
\]

Detailed explanations and calculations can be found in Supplementary material. The true hydrodynamic diameters of the nanosphere \( a_q \) determined along the three dimensions are shown in Table 1. Note that the determined diameter for the \( y \)-direction including the resistance coefficient matches those of the image processing based directions. All obtained values are located within the range of the ensemble measurement \( (d_{NP}^{avg} = 104.3 \text{ nm}) \), again confirming the validity of our approach. Note that the Zetasizer measurements and the fiber approach discussed here rely on different types of evaluations (Zetasizer: DLS [ensemble analysis]; this work: fiber-based nano-object tracking [single object analysis]) and therefore standard deviations cannot be compared directly.

5 Discussion

The presented 3D tracking scheme relies on a unique platform – the optofluidic microstructured fiber – for analyzing the diffusion of nanoscale objects combining a confinement of the nano-object to a micrometer region with a well-defined light-line illumination that is identical at any point along waveguide within the FoV. This combination allows for the acquisition of trajectories with thousands of frames, yielding statistical evidence with very high significance within the context of NTA analysis. Here it is important to note that the precision of the determined diameter (i.e., standard deviation \( \sigma^{NP} \)) scales inversely with the number of frames \( \sigma^{NP} \propto 1/\sqrt{N_f} \) [19–21]. Moreover the opportunity to track nano-objects for thousands of frames is essential for our 3D tracking scheme, as it allows for intensity binning along the \( x \)-direction with each bin containing a significant number of frames.

The presented method to determine slope and local intensity parameter relies on the measured intensity values at the top and bottom edges of upper semicircle within each bin. Even though the good match between experiments and simulation (Figure 4a and b) future evaluation strategy will target to include more points into the analysis potentially via using more mean intensity values within each bin.

Establishing mode fields inside the microchannel with a bijective function between position and local intensity that ideally can be fitted by a single exponential function across the entire fiber cross-section represents an obvious target for improving the device performance. Via simulations the geometric fiber parameters within realistic intervals have been swept, showing that improved device performance can be reached. For instance, the domain of ambiguous correlation can be reduced or even vanishes in some scenarios that are currently investigated. Specifically, when the core diameter is increased to about 6 μm with a similar type of RI distribution, the unambiguous region does not exist anymore for the fundamental mode while; however, the fiber simultaneously gets multimode. This emphasizes the flexibility of the fiber approach, while future research targets to identify the physical origin of the multivalued intensity. Here we believe that this presumably results from a formation of a Mie-type resonance in the water-filled channel hybridizing with guided mode in the glass core.

6 Conclusion

Tracking of nano-objects along all three spatial dimensions with high spatial localization accuracy and temporal resolutions represents a novel pathway for the precise understanding of nanoscale processes within bioanalytics and life science. Here we demonstrate 3D tracking of diffusing nano-objects within a water-filled optofluidic microstructured fiber via elastic light scattering based position retrieval. Specifically, the bijective function between
intensity and position inside the upper semicircle of the microchannel was used for the tracking along the direction of the microscopic detection, while image processing based tracking was used in the image plane. The mentioned 3D tracking approach includes advantages such as a large numbers of frames per trajectory or a high spatial localization accuracy and extends the current capabilities of fiber-based 3D tracking toward a water environment, making this system in particular relevant for bioanalytical applications. The approach allows the employment of commonly used microscopes, is straightforward to use and yields continuous trajectories with hundreds of frames. The capability of the fiber approach was demonstrated by the determination of the hydrodynamic diameter of a diffusing gold nanosphere using MSD analysis, leading statistically significant values along all three dimensions with very high significance due to the very large number of frame. Additionally, we show that the strong confinement provided by the microchannel significantly impacts diffusion, while this impact is different along the transverse and longitudinal directions.

The presented platform represents an extension of NTA, combining this well-established technology with the benefits of a flexible integrated optofluidic waveguide (e.g., light-line illumination and nano-object confinement) and extending its capabilities along all three spatial dimensions while the number of frames per trajectory exceeds those of typically used systems. Moreover, the water environment adaption of this work make this novel sensor platform, which includes further highly relevant advantages such as the measurement of the dynamics of nanoscale processes on single object level or the compatibility with fiber circuits and microscopy, for the first time highly attractive for bioanalytical and medical applications such as virus detection or understanding dynamic biological processes.
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### Appendix of symbols

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Hydrodynamic diameter of nanosphere in free diffusion</td>
<td>nm</td>
</tr>
<tr>
<td>$b$</td>
<td>Local intensity parameter</td>
<td>Counts</td>
</tr>
<tr>
<td>$d$</td>
<td>Hydrodynamic diameter of nanosphere calculated from MSD</td>
<td>nm</td>
</tr>
<tr>
<td>$d_{NP}$</td>
<td>$z$-average hydrodynamic diameter of nanosphere ensemble measured from zetasizer</td>
<td>nm</td>
</tr>
<tr>
<td>$d'_{NP}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{NP}$</td>
<td>Movable range of the nanosphere center</td>
<td>μm</td>
</tr>
<tr>
<td>$D'$</td>
<td>Dimension (length of principle axes/diameter) of microchannel</td>
<td>μm</td>
</tr>
<tr>
<td>$D_0$</td>
<td>Bulk diffusion coefficient</td>
<td>μm$^2$/s</td>
</tr>
<tr>
<td>$D$</td>
<td>Diffusion coefficient within confinement</td>
<td>μm$^2$/s</td>
</tr>
<tr>
<td>$i$</td>
<td>Frame index</td>
<td>/</td>
</tr>
<tr>
<td>$j$</td>
<td>Bin index</td>
<td>/</td>
</tr>
<tr>
<td>$l$</td>
<td>Light intensity</td>
<td>Counts</td>
</tr>
<tr>
<td>$k$</td>
<td>The index of the retrieved $y$-position sequence</td>
<td>/</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
<td>m$^2$·kg·s$^{-2}$·K$^{-1}$</td>
</tr>
<tr>
<td>$n$</td>
<td>The index of lag time/MSD</td>
<td>/</td>
</tr>
<tr>
<td>$n_r$</td>
<td>Refractive index</td>
<td>/</td>
</tr>
<tr>
<td>$N_{ave}$</td>
<td>Averaged number of frames per continuous trajectory</td>
<td>/</td>
</tr>
<tr>
<td>$N_{bin,i}$</td>
<td>Number of available frames used in the $i$th bin;</td>
<td>/</td>
</tr>
<tr>
<td>$N_{Bbin}$</td>
<td>Total number of bin</td>
<td>/</td>
</tr>
<tr>
<td>$N_{con}$</td>
<td>Number of continuous trajectories</td>
<td>/</td>
</tr>
<tr>
<td>$N_f$</td>
<td>Number of recorded frames</td>
<td>/</td>
</tr>
<tr>
<td>$N_{max}$</td>
<td>Maximum number of frames per continuous trajectory</td>
<td>/</td>
</tr>
<tr>
<td>$N_{n}$</td>
<td>The number of sub-trajectories that contribute to the $n$th MSD</td>
<td>/</td>
</tr>
<tr>
<td>$N_{up}$</td>
<td>Number of frames in the upper half of channel</td>
<td>/</td>
</tr>
<tr>
<td>$p$</td>
<td>Slope parameter</td>
<td>Counts/μm</td>
</tr>
<tr>
<td>$q$</td>
<td>$q = x, y, z$ indicating different directions</td>
<td>/</td>
</tr>
<tr>
<td>$r_0$</td>
<td>Radial position of nanoparticle in the microchannel</td>
<td>μm</td>
</tr>
<tr>
<td>$R$</td>
<td>Local resistance coefficient</td>
<td>/</td>
</tr>
<tr>
<td>$\bar{R}^{ave}$</td>
<td>Averaged resistance coefficient within the whole microchannel cross section</td>
<td>/</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Lag time</td>
<td>s</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
<td>K</td>
</tr>
<tr>
<td>$v$</td>
<td>Camera frame rate</td>
<td>Hz</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Central bin position</td>
<td>μm</td>
</tr>
<tr>
<td>$\Delta x_{min}$</td>
<td>Bin width</td>
<td>nm</td>
</tr>
<tr>
<td>$x_i^2$</td>
<td>Mean squared displacement along $q = (x, y, z)$ direction</td>
<td>μm$^2$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Viscosity</td>
<td>mPa·s</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Operation wavelength</td>
<td>nm</td>
</tr>
</tbody>
</table>
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