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Abstract: Nanophotonic devices with high densities are
extremely attractive because they can potentially merge
photonics and electronics at the nanoscale. However,
traditional integrated photonic circuits are designed
primarily by manually selecting parameters or employing
semi-analytical models. Limited by the small parameter
search space, the designed nanophotonic devices gener-
ally have a single function, and the footprints reach
hundreds of microns. Recently, novel ultra-compact
nanophotonic devices with digital structures were pro-
posed. By applying inverse design algorithms, which can
search the full parameter space, the proposed devices show
extremely compact footprints of a few microns. The results
from many groups imply that digital nanophotonics can

Jie Huang and Hansi Ma are contributed equally to this Review.

*Corresponding authors: Jiagui Wu, College of Electronic and
Information Engineering, Southwest University, Chongqing, 400715,
China, E-mail: mghswu@gmail.com. https://orcid.org/0000-0003-
2743-5162; and Junbo Yang, Center of Material Science, National
University of Defense Technology, Changsha, Hunan, 410073, China;
and China State Key Laboratory on Advanced Optical Communication
Systems and Networks, Peking University, Beijing, 100871, China,
E-mail: yangjunbo@nudt.edu.cn

Jie Huang, Hansi Ma and Dingbo Chen, Center of Material Science,
National University of Defense Technology, Changsha, Hunan,
410073, China, E-mail: huangjiel0@nudt.edu.cn (J. Huang),
201821521328 @smail.xtu.edu.cn (H. Ma),
chendingbo15@nudt.edu.cn (D. Chen). https://orcid.org/0000-0002-
3423-5532 (). Huang)

Huan Yuan, Jinping Zhang and Jingmin Han, College of Electronic and
Information Engineering, Southwest University, Chongging, 400715,
China, E-mail: huanyuan1806 @email.swu.edu.cn (H. Yuan),
zhangjinping@email.swu.edu.cn (J. Zhang),
jingminhan@outlook.com (J. Han)

Zikang Li, School of Computer, Electronics and Information, Guangxi
University, Nanning, Guangxi, 530004, China,

E-mail: 1721811403@qqg.com

achieve not only ultra-compact single-function devices but
also miniaturized multi-function devices and complex
functions such as artificial intelligence operations at the
nanoscale. Furthermore, to balance the performance and
fabrication tolerances of such devices, researchers have
developed various solutions, such as adding regularization
constraints to digital structures. We believe that with the
rapid development of inverse design algorithms and
continuous improvements to the nanofabrication process,
digital nanophotonics will play a key role in promoting the
performance of nanophotonic integration. In this review,
we uncover the exciting developments and challenges in
this field, analyse and explore potential solutions to these
challenges and provide comments on future directions in
this field.

Keywords: computational inverse design; digital nano-
photonics; fabrication tolerances; ultra-compact nano-
photonic devices.

1 Introduction of ultra-compact
nanophotonics and digital
nanophotonics

The field of nanophotonics explores the complex behaviours
of light in structures at the subwavelength scale. Due to
unremitting scientific exploration and research, the design of
ultra-compact nanophotonic devices has attained numerous
successes over the past few decades. Moreover, benefiting
from the rapid development of high-density nanofabrication
technologies, nanophotonic devices have achieved a fairly
large scale of practical integration in a number of fields,
including optical switches [1, 2], all-optical memories [3, 4],
programmable nanophotonic processors [5-7], quantum
photonic circuits [8, 9], photonic neural network circuits [10]
and other photonic integrated circuits (PICs) [11-14].
Although conventional nanophotonic devices have
been widely used in various PICs and even in some
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commercial products [15], due to the lack of general design
software such as Very High Speed Integrated Circuit
Hardware Description Language (VHDL) and Verilog in the
field of electronic integrated circuits (EICs), the compo-
nents of PICs are designed mostly by manually selecting
parameters or by employing semi-analytical models.
Hence, limited by the low design efficiency of the tradi-
tional design methods and the small parameter search
space for conventional nanophotonic devices, the design
procedure is often time consuming, and the designed
devices generally have large footprints. Considering that a
high density corresponds to low power consumption and
high performance in the fields of EICs and PICs, we may
need to mitigate the low design efficiency of the traditional
design methods and avoid the bottleneck caused by the
large footprints of single-function devices if we want to
integrate tens of billions of components on a single PIC.
One potential solution to these problems is to employ
inverse-designed digital structures. Specifically, researchers
can achieve novel ultra-compact digital nanophotonic
devices [16-22] with digital structures [23-26] by utilizing
advanced inverse design algorithms [27]. Compared with
traditional structures, which originally refer to artificial
materials composed of periodic or specially arranged
structural elements [28, 29], digital structures can provide
more degrees of freedom, enabling the propagation of light
in nanophotonic devices to be controlled.

As shown in Figure 1, digital nanophotonics primarily
involves using inverse design algorithms to design PICs
which mainly consist of two materials (such as silicon
and silica/air) and could even potentially consist of more
materials in the future. It is a sub-field but very active filed of
PICs, and the structures employed by digital nanophotonic
devices are analogous to the concept of digital meta-
materials [30, 31]. Digital nanophotonics aids in breaking
the limitations of traditional periodic metamaterials and
makes the combination of arbitrary topological meta-
materials possible, thereby enabling the design of ultra-
compact single-function devices [16-19, 22, 32|, miniatur-
ized multi-function devices [33-35] and even smart devices
with super-complex functions [36]. Moreover, by adding
regularized constraints to digital structures [32, 33, 37, 38],
the performance and fabrication tolerances of these devices
can be balanced. The concept of regularized constraints is
generalized from the structural optimization problem and is
used to filter out the ill-posed solutions of the optimization
problem [39, 40]. In the inverse design of nanophotonic, the
regularized constraints usually used to constrain the mini-
mum gap and minimum structure feature size. Researchers
have received many good nanophotonic schemes with
regularized constraints. For example, Ke Xu’s group
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proposed a series of ultra-compact mode-division multi-
plexed photonic circuits based on regularized digital struc-
tures; these circuits can realize an arbitrary signal route with
a signal speed of 112 Gbit/s encoded on each mode [20].
Coincidentally, Jelena Vuckovi¢’s group reported an on-chip
integrated dielectric laser accelerator (DLA) [21] using
regularized digital structures enabled by an objective-first
algorithm [16]. The energy gain of the presented DLA can
reach 0.915 keV within 30 pm corresponding to an acceler-
ation gradient of 30.5 MeV/m. With the continuous
improvement of nanofabrication technologies and the
fusion and normalization of inverse design algorithms, the
design of nanophotonic devices will gradually be stan-
dardized and modularized with the eventual transition to-
wards large-scale integration.

We intend to uncover the exciting developments and
challenges in the field of digital nanophotonics; in doing so,
we analyse and explore potential solutions to these chal-
lenges and provide comments on future directions in this
field. The review is organized as follows: Section 2 summa-
rizes the mainstream optimization design algorithms of
nanophotonic devices, including heuristic optimization al-
gorithms, gradient-based algorithms and deep learning.
Section 3 provides a review of inverse-designed nano-
photonic devices that covers most passive nanophotonic
devices and some active devices. Finally, the challenges and
opportunities of digital nanophotonics are discussed in
Section 4 and the conclusions are presented in Section 5.

2 Optimization design algorithms
of nanophotonic devices

The demands in the design of ultra-compact nanophotonic
devices to establish high-density PICs have sparked the
unprecedented development of inverse design algorithms.
According to the degree of abstraction, the mainstream
optimization algorithms employed for nanophotonic
devices can be categorized into three groups: heuristic
optimization algorithms, gradient-based algorithms and
deep learning. Different algorithms, of course, may involve
different simulation methods, such as the finite-difference
time-domain (FDTD) method, the finite-difference fre-
quency-domain (FDFD) method, the finite element method
(FEM) and rigorous coupled-wave analysis (RCWA), and
can also involve different programming languages, such as
MATLAB, Python and the scripting languages of commer-
cial products. Although different algorithms, simulation
tools and programming languages are intertwined, they
are all utilized to find an optimized refractive index
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Figure 1: A schematic diagram depicting the methods of computational inverse design and the comparisons between traditional
nanophotonic devices and inverse-designed nanophotonic devices.

Left: Traditional devices with large footprints and simple structures, including the Micro-ring, Mach-Zehnder interferometer (MZI), Multimode
interference (MMI) coupler and so on. Middle: The optimization processes of computational inverse design and three kinds of associated
optimization algorithms, including heuristic optimization algorithms (HOAs), gradient-based algorithms (GBAs) and deep learning (DL). Right:
inverse-designed nanophotonic devices with ultra-compact footprints and complex structures, including polarization beam splitter (PBS)
(Reproduced with permission [16]. Copyright 2013, Optical Society of America), wavelength-division multiplexing (WDM) (Reproduced with
permission [18]. Copyright 2015, Nature Publishing Group), mode-division multiplexing (MDM) (Reproduced with permission [27]. Copyright
2018, Nature Publishing Group), waveguide bending (Reproduced with permission [20]. Copyright 2019, Nature Publishing Group) and so on.

distribution in the design area to fulfil the design
requirements. Here, we summarize the optimization algo-
rithms combined with digital structures (discussed in order
from simple to complex and from non-gradient to
intelligent).

2.1 Heuristic optimization algorithms

As one of the most classic algorithms in the optimization
field, the genetic algorithm (GA) simulates the process of
natural selection and evolution to obtain the optimal
solution [41]. The GA was proposed by John Holland in the
1960s [41], and then further developed by him and his
colleagues at the University of Michigan [42]. After two
decades of development, the GA was widely used in
scientific research and engineering. In the field of electro-
magnetics, the GA is applied mainly in the optimization
design of antenna and radar structures [43]. With the
emergence of nanophotonic devices intelligently designed
with inverse design algorithms in recent years, this

computational technique has been introduced into the
inverse design of nanophotonic devices [44-46].

In GA-based nanophotonic device design, all in-
dividuals with a set of parameters are encoded with special
schemes, and the parameters are converted into bit strings
called genes. For instance, in the case of the binary
encoding discussed here, the values of the parameters
(genes) can be either “0” or “1”, where “0” represents an
etched pixel and “1” represents an unetched pixel. As
schematically demonstrated in Figure 2A, the optimization
process of the GA can be divided into three steps: (1)
generating the initial populations and calculating the
fitness; (2) performing crossover and mutation according to
established rules and then regenerating new populations
and (3) repeating the fitness function calculation and
evolution process until the termination condition is met. In
the phase of generating the initial populations, a popula-
tion where the individuals possess randomly generated
genes is formed. Then, simulation tools are employed to
evaluate the fitness function corresponding to the user-
defined figure of merit (FOM) of the design problem. The
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process of regenerating new populations makes full use
of the GA operators: during crossover, the two parent
populations are intermixed to generate two children pop-
ulations, where the crossover point is randomly picked;
then, the mutation operator randomly selects some of the
genes within the populations and inverts them, after which
the current generation of parents is replaced with the new
generation of children. As shown in Figure 2B, based on the
proposed flow chart in Figure 2A, Zejie Yu et al. proposed
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Figure 2: lIllustration of the GA.
(A) The flow chart of the optimization process. (B) On-chip wideband FP cavity. Left: optical microscope image of the FP cavity device and
magnified scanning electron microscopy (SEM) image of the left grating coupler and the right reflector. Right: Normalized transmission
spectrum of the FP cavity device and magnified spectra showing the optical resonances at 1443 and 1620 nm. Reproduced with permission
[44]. Copyright 2017, Optical Society of America. (C) Three-channel wavelength router with a footprint of 1.8 x 1.4 um. Left: SEM images of the
fabricated device and a magnified SEM image of the centre part of the device. Right: measured transmission spectrum. Reproduced with
permission [47]. Copyright 2019, Optical Society of America.
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on-chip wideband Fabry—Perot (FP) cavities [44]. The
initial generation here is composed of 200 randomly
generated one-dimensional arrays, where each array
represents the etched or unetched pixel distribution of a
device. In the optimization process, the authors first used a
roulette wheel selection method to select 200 populations
from the current generation, and then the crossover and
mutation operators were employed to generate a new
generation. The optimization process converged after 10
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generations of evolution, and the experimental results
indicated that the FP cavities exhibited intrinsic quality
factors exceeding 2000 in a spectral width of 200 nm.

We note that to guarantee the fabricability of the
designed FP cavities, Yu et al. [44] set the size of the pixels
as 120 x 120 nm. For a digital-structure-based device, the
larger the number of pixels is in the design region,
the greater the probability of achieving high performance
can be. However, for the GA, an increase in the number
of optimization variables means that both the number of
individuals in the initial population and the number of
evolution generations must also increase. If the pixel size
of the FP cavities is set to 20 x 20 nm, the optimization time
for the proposed FP cavities may increase from approxi-
mately 48 h to hundreds of hours. In addition, a feature size
of 20 nm is difficult for state-of-the-art fabrication tech-
nologies. To extend the design freedom without affecting
the fabricability of devices, Zhouhui Liu et al. proposed an
intelligent algorithm based on the GA [47]. As demon-
strated in Figure 2C and Table 1 of the study by Liu et al.
[47], the design freedom is improved without changing
the fabricability of devices by giving some basic geomet-
rical cells with a finite number of different sizes and
allowing changes in the cell distribution during the opti-
mization process. The measured experimental results of
the designed three-channel wavelength router showed
that the proposed scheme keeps the fabricability of the
designed devices by setting the proper fabrication size of
pixels, and extend the design freedom by featuring pixels
of different sizes and non-uniform distributions.

Another heuristic optimization algorithm is the direct
binary search (DBS) algorithm, which was first introduced
by Michael A. Seldowitz et al. in 1987 [48]. Using this
algorithm, Bing Shen and colleagues from the University of
Utah reported continuous progress in the design of nano-
photonic devices [49, 50]. As demonstrated in Figure 3A,
the device under consideration is first discretized into
hundreds of basic pillars called pixels. Similar to the GA,
the initial state of the pixels is either randomly generated or
specifically designed. Subsequently, a randomly chosen or
specifically designed pixel is first perturbed to switch its
state, and then the FOM reflecting the performance of the
device is calculated. If the FOM increases compared to the
initial FOM, the performance of the device is improved, and
the state change of this pixel should be maintained;
otherwise, the performance is not improved, and the pixel
returns to the previous state [49]. An iteration ends when
all the pixels are toggled. Figure 3B shows the smallest
polarization beam splitter (PBS) demonstrated at that time,
which was designed using the DBS algorithm [50]. The
experimental results showed that the average transmission
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efficiency of the PBS was greater than 70% and that the
extinction ratio was greater than 10 dB within a bandwidth
of 32 nm.

Due to the distinct point scanning mode of the DBS
algorithm, the optimization process is highly likely to
prematurely converge to a locally optimal solution.
Although this issue can be mitigated by parallelizing the
optimization process with different starting points [50], this
approach will greatly increase the time and economic cost
and can become particularly problematic when the opti-
mization objective function becomes more complex or the
number of pixels in the optimization area increases. To
accelerate the convergence speed, Xiang Wen et al. pro-
posed dynamically adjusting the convergence radius of the
objective function [51]. In addition to the design efficiency,
the fabrication tolerances of the designed devices consti-
tute another research topic in the inverse design of nano-
photonics that has yet to be resolved. Accordingly, Luluzi
Lu et al. proposed a scheme of replacing square holes with
round holes for etching, which can effectively reduce the
fabrication error caused by incomplete etching at the cor-
ners of square holes [52].

In recent years, the DBS algorithm has received
extensive attention from researchers due to its simplicity
and strong scalability, and a series of high-performance
devices have been demonstrated using the original DBS
algorithm [20, 53, 54] or modified DBS algorithm [55, 56].
For example, Figure 3C shows the design results of mode-
division multiplexing (MDM) circuits whose components
were designed by the DBS algorithm [20]. The experimental
results show that the routing of high-speed signals was
achieved. However, limited by state-of-the-art fabrication
technologies, to guarantee the fabricability of the designed
devices, all these schemes still place strong regularized
constraints on the devices. Consequently, to further in-
crease the performance of nanophotonic devices, Hansi Ma
et al. proposed the rotatable direct binary search (RDBS)
algorithm [35]. In the RDBS algorithm, the authors did not
rigidly add regularized constraints to the parameters of
pixels. Rather, they flexibly relaxed the regularization
conditions to allow other parameters of the pixels, such as
the shape and rotation angle, to be changeable. As a
modified DBS algorithm, the RDBS algorithm still evaluates
the pixels individually; the difference is that the RDBS
algorithm searches for other parameter spaces, such as
the shape and rotation angle. By employing the RDBS
algorithm, the authors flexibly and selectively optimized
the suitable pixel parameters that greatly affected the
performance of devices and finally achieved a device
with high performance and high fabrication tolerances.
For instance, they designed an ultra-compact 1 x 2 mode
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(A) Flow chart of the DBS algorithm. Reproduced with permission [49]. Copyright 2015, Optical Society of America. (B) Integrated-
nanophotonics PBS. Upper left: geometry of the PBS. Lower left: SEM image of the fabricated PBS. Upper right: measured and simulated
transmission efficiencies of the PBS. Lower right: measured and simulated extinction ratios of the PBS. Reproduced with permission [50].
Copyright 2015, Nature Publishing Group. (C) Mode-division multiplexed photonic circuits that can be arbitrarily routed. Upper left: SEM image
of the mode-division multiplexing (MDM) circuit consisting of a multiplexer (MUX), bending and demultiplexer (DEMUX). Lower left: SEM image
of the MDM circuit consisting of MUX, crossing and DEMUX. Right: measured bit error rate curves for the back-to-back and MDM transmissions
of 100 and 112 Gbit/s discrete multi-tones. Reproduced with permission [20]. Copyright 2019, Nature Publishing Group. (D) Ultra-compact 1 x 2
mode converter. Left: Geometry of the converter. Middle: simulated steady-state light intensity distribution at a wavelength of 1550 nm. Right:
Simulated transmission efficiency, extinction ratio and reflection of the converter. Reproduced with permission [35]. Copyright 2020, Optical

Society of America.

converter using the RDBS algorithm that can simulta-
neously realize power splitting and mode conversion (see
Figure 3D).

In addition to the GA and the DBS algorithm, other
heuristic optimization algorithms, such as the particle
swarm optimization (PSO) algorithm [57-59] and

simulated annealing algorithm [60, 61], are also widely
used in the design of nanophotonic devices. As such,
heuristic optimization algorithms have made great strides
in designing nanophotonic devices based on digital
structures with strong regularization constraints [20, 35,
44-47, 49-56, 58, 61], periodic metamaterials [62, 63] and
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metamaterials guided by analytical models [64]. However,
the low design efficiencies and strong regularization con-
straints of heuristic optimization algorithms can make
it difficult to balance the performances and fabrication
tolerances of complex devices.

2.2 Gradient-based algorithms

As mentioned before, a series of high-performance nano-
photonic devices have been designed by employing heu-
ristic optimization algorithms. However, the computation
cost exponentially increases if the device size increases
because heuristic optimization algorithms adopt a hard
search method that ignores the gradient information of the
FOM function. Although the time cost can be effectively
reduced by parallel computing, the economic cost will
increase. Therefore, optimization algorithms based on the
gradient information of the FOM function have arisen and
become another potential solution to the inverse design
problems of nanophotonic devices.

The gradient-based optimization algorithm provides a
mathematical abstraction of the inverse design problems of
nanophotonic devices. First, the optimization parameters
and the mapping relationship between the optimization
parameters and the permittivity distribution of the design
region are specified. Then, the derivative of the FOM
function with respect to the optimization parameters is
obtained. To ensure that the derivative is not limited by the
number of optimization parameters, the adjoint analysis
technique has been widely used [65]. Lastly, with the
derivative of the FOM function, the optimized permittivity
distribution of the design region can be achieved by
applying methods such as steepest descent [66, 67].
According to the complexity of the mathematical model,
the gradient-based optimization algorithms can be divided
into three categories, namely, the shape optimization al-
gorithm [68-70], the topology optimization (TO) algorithm
[71, 72] and the objective-first (OB-1) algorithm [16, 73].

The shape optimization algorithm, also known as the
boundary optimization algorithm, achieves the design
target by optimizing the shapes of the boundaries between
different materials. Because the shape optimization algo-
rithm changes the contour structure only within the design
region, the optimized devices are much easier to fabricate
than those optimized by heuristic optimization algorithms.
Without considering the size of the device, the shape
optimization algorithm is especially suitable for device
designs that have no strict requirements on size but have
strict requirements on the loss and extinction ratio. For
example, as shown in Figure 4A, Andrew Michaels and
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Eli Yablonovitch designed a non-adiabatic waveguide
taper between a narrow and a wide waveguide [69]. The
insertion loss of the designed taper was only 0.041 dB at
1550 nm. However, although this non-adiabatic waveguide
taper has great advantages in loss compared to a digital
metamaterial-based taper designed by the DBS algorithm
[74], the taper remains disadvantaged by its large footprint.
In other words, the shape optimization algorithm is not
suitable for designing ultra-compact devices and multi-
function devices.

To reduce the large size and avoid the single-function
nature of the devices designed by the shape optimization
algorithm, Nicolas Lebbe and colleagues proposed the
multi-level shape optimization algorithm [70]. As shown in
Figure 4B, they successfully designed a novel photonic
polarization rotator with a polarization conversion effi-
ciency of approximately 98.5%, an insertion loss of less
than 0.35 dB within a bandwidth of 100 nm, and, most
importantly, a footprint of 6 x 1 pm. We found that the
design degree of freedom is increased due to the applica-
tion of the multi-level shape optimization scheme. How-
ever, these shape optimization algorithms involve a
stronger regularization constraint than that of the above-
mentioned heuristic optimization algorithms; as a result,
the shape optimization algorithms cannot control light at
the subwavelength scale as effectively as digital structures
designed by the heuristic optimization algorithms.

The TO algorithm was first presented by Martin Philip
Bendsge and Noboru Kikuchi in 1988 [71]. In contrast to the
shape optimization algorithms, the TO algorithm allows
permittivity in the design region to adopt arbitrary topo-
logical geometries. Because the size of the discrete pixels in
the design region can be infinitely reduced, TO-based
devices can control light at the subwavelength scale.
In addition, the TO algorithm considers the gradient in-
formation of the FOM function and exhibits stronger
“directivity” during optimization; thus, its convergence
speed is generally much faster than that of the heuristic
optimization algorithms. In addition, during practical
optimization, the computational cost of the TO process and
the fabricability of the optimized devices must be fully
considered, which means that reliable regularization
constraint schemes must be employed [75, 76]. Researchers
from the Technical University of Denmark have success-
fully achieved a series of planar photonic crystal
(PhC)-based novel nanophotonic devices [77], including
bent waveguides [78, 79], Y-splitters [80] and mode con-
verters [81]. As demonstrated in Figure 4C, the designed
PhC structures can achieve a previously unattainable
ultra-compact device size, new functionality and high
performance using the constrained TO algorithm. For
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Figure 4: Illustration of the shape optimization and TO algorithms.

(A) Non-adiabatic waveguide taper. Left: optimized structure overlaid with the real part of the frequency domain. Right: coupling efficiency of
the designed taper. Reproduced with permission [69]. Copyright 2018, Optical Society of America. (B) Left: Schematic of a two-level photonic
polarization rotator. Right: the polarization conversion efficiency of the rotator for different lengths. Reproduced with permission [70].

Copyright 2019, Optical Society of America. (C) Upper left: SEM image of the designed Z-bend waveguide and the simulated and measured loss
per bend under TE-polarized light. Reproduced with permission [78]. Copyright 2004, Optical Society of America. Lower left: SEM image of the
topology-optimized bends and measured loss per bend for the unoptimized 60° bends (red) and the topology-optimized 60° bends (green).
Reproduced with permission [79]. Copyright 2004, Optical Society of America. Upper right: SEM image of the fabricated Y-splitter and the 3D
FDTD-calculated and measured transmission. Reproduced with permission [80]. Copyright 2007, Optical Society of America. Lower right: SEM
image of the fabricated mode converter and the measured and simulated transmission spectra for the X2 mode converter. Reproduced with

permission [81]. Copyright 2014, Optical Society of America.

example, by applying a Z-bend waveguide consisting of
two successive 120° PhC waveguide bends, exceptional
transmission can be experimentally obtained where the
transverse electric (TE)-polarized light shows extremely
low loss in a large bandwidth of more than 200 nm [78].
However, all the above-mentioned devices are based on
partly optimized PhC structures; that is, only some specific
regions of the PhC structure have been designed by the
constrained TO algorithm. Similar to the shape optimiza-
tion algorithm, the limited parameter space can cause a
problem with the device size; for instance, the size of the
mode converter based on the TO-algorithm-optimized PhC

structure [81] is larger than that designed by a heuristic
optimization algorithm [46]. Consequently, the above
researchers developed the improved TO algorithm, which
can search the full parameter space of the design region. A
low-loss and broadband two-mode (de)multiplexer has
been reported, and the experimental results indicate that
the designed (de)multiplexer can realize high-performance
(de)multiplexing with a footprint of 2.6 x 4.22 pm [82]. In
addition to researchers from different research groups, en-
gineers from commercial software companies [83] and open-
source software organizations [84] have actively promoted
shape optimization and TO research in recent years.
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Nanophotonic device design problems involving Max-
well’s equations are not convex optimization problems.
Hence, when local optimization algorithms such as the
steepest descent method are used, the final optimization
result is inevitably related to the initial structure of the design
region. If a proper initial structure is not selected, the final
optimization result may converge undesirably. Unfortu-
nately, the initial structure of the design region obtained by
using the above-mentioned shape optimization and TO al-
gorithms is generally selected at random. Although a
randomly selected initial structure can converge to a locally
optimal solution in most cases, the optimization processes
are likely to not converge or to converge to unacceptable
results when the size of the device has strict restrictions and
the functionality is relatively complex. In 2012, Jesse Lu
proposed the concept of the OB-1 algorithm [16, 73]. Unlike
the shape optimization algorithm or TO algorithm, the OB-1
algorithm first forces the design objectives to be satisfied but
allows Maxwell’s equations to be violated (the “physics re-
sidual”); then, by using the alternating direction method of
multipliers (ADMM) algorithm [85], the physics residual is
minimized. The OB-1 algorithm gives priority to the optimi-
zation goal during the optimization process; thus, although
OB-1is not a global optimization algorithm, its optimization
results are often close to the target performance. However,
the permittivity distribution of the design region is allowed to
change continuously within the set range during the OB-1
optimization process, which means that the designed devices
cannot be fabricated; nevertheless, the permittivity distri-
bution can be used as a starting point for a local optimization
algorithm. Thus, combining the initial structure with regu-
larization constraints [32, 33, 86], fabricable nanophotonic
devices with ultra-compact footprints and high performance
can be achieved using local optimization algorithms.

As one of the best algorithms in the inverse design of
nanophotonic devices, the OB-1 algorithm yields fast
convergence. Over the past few years, the design of nano-
photonic devices with the OB-1 algorithm has experienced
rapid development. By using the OB-1 algorithm and sub-
sequently applying local optimization algorithms, a series
of key components of PICs have been designed (see
Figure 5), including wavelength splitters [18, 87-89], on-
chip integrated laser-driven particle accelerators [21],
focussing wavelength demultiplexers [33], non-reciprocal
pulse routers [90], power splitters [91], optical diodes [92],
PBSs [93] and other important nanophotonic devices.

2.3 Deep learning

Deep learning is a sub-field of machine learning that
uses a multitude of nonlinear information processing and
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abstraction methods for supervised and unsupervised
feature learning as well as presentation, classification and
pattern recognition [94, 95]. Since David E. Rumelhart et al.
first introduced the concept of deep learning to machine
learning in 1986 [96] and proposed the back-propagation
algorithm, after decades of development, deep learning has
been extensively applied in computer vision [97-99], natu-
ral language processing [100], speech recognition [101, 102],
strategy development [103] and other fields [104-106]. In
recent years, well-trained deep neural networks (DNNSs)
have become able to almost instantaneously find solutions
to inverse design problems of nanophotonic devices from an
enormous parameter space; accordingly, the deep learning
method has gradually been used by researchers to design
nanophotonic devices [27, 107-126]. In contrast to ordinary
optimization algorithms, once the forward prediction (in-
verse design) mode has been trained successfully, the deep
learning method can predict (inverse design) the spectral
response (topological structure) of nanophotonic devices
almost instantaneously [116].

The core idea of applying deep learning to nano-
photonic device design is to effectively model the relation-
ship between the structural parameters of a device and the
optical response as a bidirectional mapping. The problem is
that completely different structural parameters may produce
the same optical response, and an inconsistent design
parameter-optical response mapping will create conflicting
instances in the dataset, which will make it difficult for the
neural network to converge. To solve this problem, Dianjing
Liu et al. proposed the tandem network scheme [109]. By
using this scheme, the authors designed a series of SiO, and
Si3N, thin films with Gaussian shape transmission spectra.
The design results show that the target response and
modelled response almost perfectly match. Because deep
learning is a data-driven method, the size and effectiveness
of the training dataset strongly determine the quality of the
resulting inverse design model [110, 111]. However, the
training dataset is usually obtained through full-wave
electromagnetic simulations, which require considerable
amounts of time and economic costs. To mitigate this issue,
researchers have investigated the special optical device
design problem in which analytical models can be used to
calculate spectral responses. For example, John Peurifoy
et al. successfully used artificial neural networks to solve the
multilayer nanoparticle-based light scattering problem [112].
In addition to the above-mentioned devices, deep learning
methods have achieved remarkable success in designing
other types of nanophotonic devices, including plasmonic
metamaterials [113-115], chiral metamaterials [116], plas-
monic waveguides [117] and topological photonic devices
[118, 119]. Several recent review articles that systematically
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Figure 5: Part of a nanophotonic device designed by the OB-1 algorithm.

(A) Broadband on-chip wavelength demultiplexer. Left: SEM image of the fabricated wavelength demultiplexer. Middle: simulated
electromagnetic energy density in a horizontal slice through the middle of the device. Right: Measured S-parameters for the device, where Sj;is
the transmission from port j to port i. Reproduced with permission [18]. Copyright 2015, Nature Publishing Group. (B) Two-channel focussing
wavelength demultiplexer. Left: SEM image of the fabricated focussing wavelength demultiplexer. Middle: Simulated electromagnetic energy
density in a horizontal slice through the middle of the device. Right: Measured S-parameters for the device, where S; is the transmission from
portjto port i. Reproduced with permission [33]. Copyright 2020, De Gruyter. (C) On-chip integrated laser-driven particle accelerator. Upper
left: Schematic depicting the components of the on-chip accelerator composed of pairs of inverse-designed grating couplers and the inverse-
designed integrated accelerator. Lower left: Electron energy spectrum (log scale) without an incident laser (blue curve) and with an incident
laser (3.0 mW, 335 MV/m peak field, A =1.94 pm; red curve) on the grating coupler. Right: SEM image of a single-stage accelerator at 30 periods
fabricated on a 500-nm silicon on insulator (SOI) stack. Reproduced with permission [21]. Copyright 2020, American Association for the
Advancement of Science.
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summarized the advances obtained by applying deep
learning to the design of nanophotonic devices are referred
to the reader [25, 107, 108].

It is worth noting that most of the above-mentioned
inverse design problems involve only a limited number of
design parameters. When deep-learning-assisted inverse
design is applied to a situation where thousands of design
parameters are present [18, 50], the deep learning models
can be difficult to train with a limited number of sample
points from the design space. Although dimensionality
reduction techniques [108] such as principal component
analysis [121], the Fourier transform [122] and auto-
encoders [123] can effectively reduce the design parame-
ters in the design space, the application scope of these
techniques is limited. Therefore, the design of digital-
structure-based nanophotonic devices, as demonstrated
in the studies by Pigott et al. [18] and Shen et al. [50], remains
an unsolved problem. Interestingly, by combining the DBS
algorithm with a deep learning method, Mohammad H.
Tahersima et al. designed a series of 1 x 2 power splitters
with a training dataset that contains only approximately
20,000 simulation data points [124]. Although this model
has limited generalization ability, it provides a potential
solution for using a deep-learning-enabled design method
to design digital-structure-based nanophotonic devices.

3 Trends of inverse-designed
nanophotonic devices

Digital nanophotonics, which is concomitant with inverse-
designed digital structures, is rapidly becoming popular in
the field of nanophotonic integration, and the past few
years have witnessed its gradual transition from single-
function devices [16-19, 50] to PICs [20, 21]. At the same
time, software engineers have been actively promoting
related inverse design methods for large-scale applications
[83, 84]. Digital-structure-based devices have been shown
to be compatible with industry-standard photonic
foundries [38]. Consequently, with the rapid development
of inverse design algorithms, many digital-structure-based
devices have been designed, including most passive
nanophotonic devices and some active devices. Reviewing
the history of EICs, we find that digital nanophotonics is as
important to PICs as digital circuits are to EICs. This section
focuses on the evolutionary trends of inverse-designed
nanophotonic devices, including the trends from single-
mode devices to multi-mode devices, from single-function
devices to multi-function devices and smart devices with
super-complex functions, and from simulation results to
the design of highly robust devices.
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3.1 The trend from single-mode devices to
multi-mode devices

For simplicity, simple (single-mode) devices are typically
designed first, including waveguide crossing, which
support only the fundamental TE mode [127, 128], single-
mode waveguide bends [129], two-channel wavelength de-
multiplexers [18, 130], two-channel mode (de)multiplexers
[80] and two-channel power splitters [52]. However, to
further enhance the transmission and processing of infor-
mation as in high-density PICs, the devices must support
more than one mode. For example, a waveguide crossing is
an indispensable component of a PIC, as illustrated in
Figure 6A. To realize the high-performance crossing of light,
Pablo Sanchis and colleagues demonstrated a GA-optimized
crossing structure based on a mode expander [127]. The
designed device exhibits transmission losses lower than
0.2 dB, and the crosstalk and reflection losses are lower
than —40 dB within a bandwidth of 20 nm. Coincidentally,
by using the PSO algorithm, Yi Zhang et al. designed
a complementary metal-oxide-semiconductor (CMOS)-
compatible single-mode waveguide crossing with an
average insertion loss of 0.18 + 0.03 dB and a crosstalk
of —41 + 2 dB [128]. Many efforts have been made to achieve
multi-mode crossing; dual-mode [131] and three-mode [20]
waveguide crossings were realized in succession (see
Figure 6B and Figure 6C). With the combination of the DBS
algorithm and digital structures, in which the discrete units
are optimized instead of the shapes of the boundaries, the
above-mentioned devices can support two and three modes
with compact footprints of only 4.8 x 4.8 pm and 8 x 8 pm,
respectively. For the dual-mode crossing, the measured
insertion losses and crosstalk are less than 0.6 dB
and -24 dB, respectively, from 1530 to 1590 nm for both the
TE, mode and the TE; mode [131]. Similarly, for the three-
mode waveguide crossing, measurements show that the
insertion losses are 0.28, 0.68 and 0.82 dB for the TE,, TE;
and TE, modes, respectively, and the crosstalk is less
than —20 dB for all three modes [20].

Another important component of a PIC is the waveguide
bend. Although the modes of guided waves can be well
confined in straight waveguides, the optical field can be
distorted and can suffer from large radiation loss in curved
planar waveguides, especially in sharp-corner waveguides.
By introducing a natural spline section, W. Bogaerts and S.
K. Selvaraja dramatically reduced the bending loss of the
bend waveguides. For instance, the use of a 10° spline sec-
tion can reduce the bend loss of a bend waveguide from
0.037 to 0.009 dB with 3 pm bend radii [132]. However,
although the introduction of spline sections induces a small
footprint penalty, this approach is difficult to extend to the
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Figure 6: Diagram of the development of inverse-designed devices from single-mode (two-channel) to multi-mode (multi-channel) devices.
(A) Inverse-designed single-mode waveguide crossing. Left: SEM image of the fabricated waveguide crossing structure. Right: electric field
distribution of the device. Reproduced with permission [127]. Copyright 2009, Optical Society of America. (B) Inverse-designed dual-mode
waveguide crossing. Left: Simulated magnetic field distributions of H, for the TE, mode. Right: Simulated magnetic field distributions of H, for
the TE; Mode. Reproduced with permission [131]. Copyright 2018, Optical Society of America. (C) Inverse-designed three-mode waveguide
crossing. Left: SEM image of the fabricated crossing. Right: Simulated optical field distributions for the TE,, TE; and TE, modes. Reproduced
with permission [20]. Copyright 2019, Nature Publishing Group. (D) Inverse-designed two-channel wavelength demultiplexer. Left: SEM image
of the fabricated demultiplexer. Right: Measured S-parameters for three identical demultiplexers. Reproduced with permission [18]. Copyright
2015, Nature Publishing Group. (E) Inverse-designed three-channel wavelength demultiplexer. Left: SEM image of the fabricated
demultiplexer. Right: Measured S-parameters for four identical devices. Reproduced with permission [87]. Copyright 2017, American Chemical
Society. (F) Inverse-designed tuneable four-channel wavelength demultiplexer. Left: Three-dimensional diagram of the designed
demultiplexer. Right: Simulated electromagnetic energy distribution for different wavelengths. Reproduced with permission [89]. Copyright
2020, Elsevier B.V.
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design of multi-mode bent waveguides due to the limited
number of tuneable parameters in the design process. By
using the DBS algorithm, which can search a far larger
parameter space than other algorithms, YingJie Liu et al.
described a set of sharply bent waveguides with varying
widths and radii. The fabricated waveguides, with a width of
2 um and a bending radius of 1 pm, show an incredibly low
insertion loss (1dB) and an extremely high suppression ratio
(>20 dB) to higher-order modes [133]. Although the insertion
loss of the proposed bent waveguides based on digital
structures is relatively large, the footprints of the devices are
much smaller than those proposed in the study by Bogaerts
and Selvaraja [132]. To support higher-order modes, Chunlei
Sun et al. proposed and experimentally demonstrated a
sharply bent two-mode silicon waveguide by introducing a
pair of mode converters [134]. By engineering the geometry
of the mode converters with the PSO algorithm, the mode
mismatch between multi-mode straight and bent wave-
guides can be effectively avoided. The measured results
indicated that the insertion loss is lower than 0.2 dB and that
the crosstalk is less than —22 dB with a bending radius of
5 um from 1500 to 1600 nm. In addition, YingJie Liu et al.
homoplastically designed a three-mode bent waveguide
[20], for which the measured loss is less than 0.71, 0.74 and
0.95 dB for the TE,, TE; and TE, modes, respectively, and the
measured crosstalk is lower than —20 dB for all three modes
from 1500 to 1580 nm.

As key components of PICs, digital-structure-based
wavelength demultiplexers have also been designed
with inverse design methods. As illustrated in Figure 6D,
researchers have designed a two-channel wavelength
demultiplexer; the measured insertion loss is approxi-
mately 2 dB, and the crosstalk is lower than -11 dB [18].
Since a wavelength (de)multiplexer can multiply the data
processing capacity of a PIC by the number of wavelength
channels used [135-137], the information processing
capability increases with the number of channels. As a
result, the multi-channel wavelength demultiplexers were
designed [87-89]. As shown in Figure 6E, Logan Su et al.
experimentally achieved a three-channel wavelength
demultiplexer with a 40 nm spacing (1500, 1540 and
1580 nm) and a footprint of 24.75 pm? [87]. The measured
peak insertion loss of the fabricated demultiplexer
is —2.29 dB, and the crosstalk is lower than —10.7 dB. After
that, Jingmin Han et al. designed a tuneable four-channel
wavelength demultiplexer [89]. The simulated peak inser-
tion loss of the demultiplexer is greater than —2.10 dB, and
the crosstalk is lower than —13.2 dB (see Figure 6F).

In addition to wavelength-division multiplexing
(WDM), the mode-division multiplexing (MDM) technique
is important for further improving the information
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processing capability of PICs [138-140]. Therefore, the
design of a high-performance mode (de)multiplexer with a
compact footprint, low insertion and low crosstalk is an
essential task for realizing a densely integrated MDM sys-
tem [141]. For example, Louise F. Frellsen et al. designed a
topology-optimized mode (de)multiplexer that (de)multi-
plexes the TE, and TE; modes in a silicon photonic wire
waveguide [82]. The experimental results indicated that the
insertion loss is less than 1.2 dB within a bandwidth of
100 nm, the measured crosstalk is lower than —-12 dB, and
the extinction ratio exceeds 14 dB in the C-band. Subse-
quently, researchers demonstrated three-mode [20, 142]
and four-mode (de)multiplexers [143] using the DBS algo-
rithm. For example, Hucheng Xie et al. proposed and
experimentally demonstrated an ultra-compact mode
multiplexer for the TE,, TE;, TE, and TE; modes [143]. The
measured loss of this multiplexer is less than 1.5 dB, and
the inter-mode crosstalk is approximately -20 dB at
1550 nm and lower than -14.6 dB within 1510-1570 nm.

In addition to the above-mentioned waveguide cross-
ings, bent waveguides, wavelength multiplexers and mode
(de)multiplexers, other components of PICs, such as power
splitters, have also experienced similar development
processes, i.e. from two-channel devices to multi-channel
devices [52, 124, 144-150]. Based on Figure 6, we can
clearly conclude that inverse-designed devices have
rapidly developed from supporting single-mode to sup-
porting multi-mode devices. In fact, if the concept of the
“mode” is further extended, the gradual development
trend of inverse-designed devices from a single wavelength
to multiple wavelengths [18, 50, 93, 151] can also be
attributed to the increase in the mode. For example, by
employing the OB-1 algorithm, Jie Huang et al. extended
the operational bandwidth of an inverse-designed PBS
from a single wavelength [50] to multiple wavelengths [93].
The simulated insertion losses are less than 0.4 dB
(0.35 dB) for the TE (transverse magnetic, TM) mode at
wavelengths of 1310, 1550 and 1600 nm, and the extinction
ratios of both polarization states are more than 14.5 dB in
the C-band, L-band and O-band.

3.2 The trend towards multi-
functionalization and robust design

A device generally has only one function, such as
crossing, bending, wavelength demultiplexing or mode
de(multiplexing). However, in some specific application
scenarios or PICs with particularly high integration re-
quirements, it may be necessary for a device to have
multiple functions simultaneously. Examples include
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simultaneous fibre-to-chip coupling and wavelength
demultiplexing [152], focussing and wavelength demul-
tiplexing [33], mode converting and polarization splitting
[50], or mode converting and power splitting [35]. As
shown in Figure 7A and B, researchers have designed two
kinds of multi-function devices based on the OB-1 algo-
rithm and DBS algorithm. The first is a wavelength
demultiplexing grating coupler that can couple vertical-
incident broadband Gaussian beams to separate wave-
guides [152]. The measured splitting ratios of the two
output ports are 17 + 2dB at 1310 nm (O-band) and 12 + 2dB
at 1540 nm (C-band). The second kind of device is a mode-
converting PBS that can realize mode compression and
splitting with a footprint of 4 x 3 um. The measured peak
transmission efficiency for the TE (TM) mode is 58% (71%),
and the corresponding extinction ratio is 13.88 dB
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Figure 7: Inverse-designed multi-function devices.
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(13.77 dB). In addition to the simple superposition of
functions, inverse-designed devices can also implement
complex functionalities that are nearly intelligent. For
example, Nasim Mohammadi Estakhri et al. introduced
inverse-designed metastructures that can solve integral
equations by using monochromatic electromagnetic
fields [36]. As depicted in Figure 7C, the designed meta-
structures were experimentally shown to solve a
generic integral equation at microwave frequencies. The
measured results show good agreement with the expected
theoretical results and the full-wave simulations.

In contrast to the traditional design approach, which
tunes a few geometric parameters, the introduced inverse
design methods have made great achievements in
designing nanophotonic devices by capitalizing on the
increased design degrees of freedom. However, to
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(A) Wavelength demultiplexing grating coupler. Left: schematic diagram of the designed WDM grating. Middle: SEM image of the fabricated
grating. Right: Measured coupling efficiencies of the device. Reproduced with permission [152]. Copyright 2014, Nature Publishing Group. (B)
Mode-converting PBS. Left: SEM image of the fabricated mode-converting PBS. Middle and Right: Simulated intensity distributions of the TE
and TM modes at a wavelength of 1550 nm. Reproduced with permission [50]. Copyright 2015, Nature Publishing Group. (C) Left: Conceptual
sketch of the integral solver, which is composed of an inverse-designed metamaterial kernel, N in/out coupling elements and N connecting
waveguides. Left-middle: The inverse-designed distribution of the relative permittivity of the kernel. Right-middle: photograph of the
constructed metamaterial kernel. Right: simulated stable electric field distribution of the solver when light is excited at port 3. Reproduced
with permission [36]. Copyright 2019, American Association for the Advancement of Science.
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guarantee the fabricability of the designed devices, further
fabrication constraints may need to be added during the
inverse design process [32, 33, 35, 37, 38, 44, 47, 50, 52, 86].
Specifically, a robust design is usually achieved by adding
regularization constraints, including constraints on the
minimum gap and minimum structure feature size. For
example, in the optimization process of heuristic optimi-
zation algorithms, the size of discrete square pixels in the
design region of a device is generally larger than or equal to
100 x 100 nm [44, 47, 50] to facilitate fabrication. To further
reduce the impact of fabrication imperfections, Luluzi Lu
et al. proposed the replacement of square air holes with
round air holes for etching [52], which can effectively
reduce the fabrication errors caused by the reactive ion
etching (RIE) lag effect [153]. When gradient-based algo-
rithms are employed in the inverse design process, a
number of regularization constraint schemes are available,
including the addition of more regularization terms to the
structural parameters [32, 86], the use of different types of
density filters [33, 37, 75-77, 154], the employment of
morphology-based methods [155] and the use of b-spline
surfaces [156]. Compared to heuristic optimization algo-
rithms, where all of the pixels in the design region are
binarized, the gradient-based algorithms usually generate
“grey” areas where the permittivity varies continuously.
Thus, binarization schemes such as biasing [22, 87], pro-
jection [33, 37, 76, 157] and sigmoid functions [86] are
needed.

4 Challenges and opportunities

After more than 10 years of development, nanophotonic
devices based on inverse-designed digital structures
have been extensively applied in most fields of nano-
photonics, including passive devices [18, 50], active
devices [37, 158-160], metasurfaces [64, 114, 161-165],
plasmonics and graphene [117, 166-168] and quantum
optics [169-171]. However, several important issues have
yet to be mitigated.

First, the designed devices, which are composed of
digital structures, generally exhibit strong scattering,
which is usually accompanied by energy loss and cross-
talk. This makes it difficult to design nanophotonic devices
with remarkably high extinction ratios or incredibly low
insertion losses. One possible solution is to develop better
regularization constraint schemes that consider both the
spectral response of the target port and the electromagnetic
field distribution in the design region. Through the appli-
cation of improved regularization constraint schemes, the
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designed devices can minimize scattering as much as
possible while ensuring fabricability.

Second, all the above-mentioned optimization algo-
rithms require repeated calls to the Maxwell equation
solver during the optimization process. Hence, although
the computing speed can be improved to some extent
by parallel computing, the optimization of nanophotonic
devices requires considerable time and economic costs,
and this problem is especially prominent for the heuristic
optimization algorithms. All of the simulation tools (FDTD,
FDFD, FEM and RCWA) for Maxwell’s equations rely on
central processing units (CPUs) and graphics processing
units (GPUs) or other common processing chips. Alterna-
tively, we believe one of the potential solutions to this issue
is to use artificial intelligence (AlI)-accelerated dedicated
processors or all-optical Al processors [10].

Third, once an optimization model has been estab-
lished, the optimal design of nanophotonic devices is
subsequently abstracted into a mathematical problem,
which means we know very little about the physics of
how an optimized structure can achieve a particular
function. In addition, since the optimal design of nano-
photonic devices is generally not a convex optimization
problem, the final optimization results are often related
to the initial structure; thus, if we do not understand
the physical mechanism, it is difficult to choose the
appropriate initial conditions, optimization algorithm and
regularization conditions. Although some discussion has
occurred in this context regarding about the physical
mechanism [53], computational bounds [172] and initial
conditions [86, 173], these problems have not been
fundamentally and systematically resolved. Addressing
these problems will enable the optimal design of nano-
photonic devices to become more efficient, and the
performances of the designed devices will improve.

Finally, although digital nanophotonics has developed
rapidly and achieved remarkable successes in many fields,
most of the designed devices based on digital structures are
currently devices with simple functions. Consequently, the
efficient design of multi-function and high-performance
devices is still an urgent problem to be solved. In addition,
due to the diversity of the available algorithms, devices with
the same function may have completely different topologies
and fabrication techniques. Therefore, moving towards the
large-scale integration of digital nanophotonics, in addition
to the fusion and normalization of different types of opti-
mization algorithms, it will be indispensable to standardize
the design process for different types of nanophotonic de-
vices, to form a process design kit (PDK), and to eventually
create a common design tool similar to VHDL and Verilog in
the EIC field.
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5 Conclusions

In this review, we have summarized the recent progress
in digital nanophotonics enabled by inverse-designed
digital structures. By employing advanced inverse design
algorithms such as heuristic optimization algorithms,
gradient-based algorithms and deep learning, the
designed nanophotonic devices can achieve previously
unattainable functionalities with an ultra-compact foot-
print. For example, by engineering the refractive index
distribution of the design region, the designed devices can
perform multiple functions simultaneously. More impor-
tantly, with nanofabrication technology, which has
gradually matured in recent years, the field of digital
nanophotonics is gradually developing into a highly in-
tegrated technology. Although some problems remain in
the design of devices with complex functions and/or
super-large footprints and devices with a high extinction
ratio or an ultra-low insertion loss, we expect this new
field to solve the problem of designing large-scale PICs.
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