Unraveling the temperature dynamics and hot electron generation in tunable gap-plasmon metasurface absorbers

Abstract: Localized plasmons formed in ultrathin metallic nanogaps can lead to robust absorption of incident light. Plasmonic metasurfaces based on this effect can efficiently generate energetic charge carriers, also known as hot electrons, owing to their ability to squeeze and enhance electromagnetic fields in confined subwavelength spaces. However, it is very challenging to accurately identify and quantify the dynamics of hot carriers, mainly due to their ultrafast time decay. Their nonequilibrium temperature response is one of the key factors missing to understand the short time decay and overall transient tunable absorption performance of gap-plasmon metasurfaces. Here, we systematically study the temperature dynamics of hot electrons and their transition into thermal carriers at various timescales from femto to nanoseconds by using the two-temperature model. Additionally, the hot electron temperature and generation rate threshold values are investigated by using a hydrodynamic nonlocal model approach that is more accurate when ultrathin gaps are considered. The derived temperature dependent material properties are used to study the ultrafast transient nonlinear modification in the absorption spectrum before plasmon-induced lattice heating is established leading to efficient tunable nanophotonic absorber designs. We also examine the damage threshold of these plasmonic absorbers under various pulsed laser illuminations, an important quantity to derive the ultimate input intensity limits that can be used in various emerging nonlinear optics and other tunable nanophotonic applications. The presented results elucidate the role of hot electrons in the response of gap-plasmon metasurface absorbers which can be used to design more efficient photocatalysis, photovoltaics, and photodetection devices.
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1 Introduction

Localized plasmons formed in ultrathin metallic nanogaps can lead to robust plasmonic metasurface absorber designs [1], where the incident electromagnetic radiation is almost fully absorbed at the resonance. The structure of a typical gap-plasmon absorber is composed of periodic metallic nanostructures or nanocubes separated from a metallic substrate by an ultrathin dielectric spacer layer [1]. Recently, perfect narrowband absorbers were able to efficiently absorb and, subsequently, detect linear or circularly polarized light by using nanocubes [2] or chiral nanostructures [3], respectively. Several alternative innovative metamaterials have been proposed to achieve broadband or narrowband absorption of light by using different materials and subwavelength unit cell geometries [4–10].

One of the most vital applications of perfect light absorbers is the generation of energetic hot electrons that can be utilized in photochemical catalysis [11–15], photo-electron detectors [3, 16], solar cells [17, 18], and plasmonic nonlinear devices [19–22]. The effect of the generated hot electrons in the ultrafast transient absorption response was recently indirectly measured in periodic arrays of gold nanodisks or silver nanocubes over metallic substrates, where hot electrons were mainly generated in the formed nanogaps due to the enhanced field [23, 24]. In particular, it was shown that the time resolved spectral reflection under ultrafast pulse illumination exhibits a rapid change with femtosecond timescale duration followed by a steady state response achieved in slower timescales on the order of picoseconds. These complicated pump–probe ultrafast time-domain reflection measurements provided an indirect detection of the nonequilibrium hot electron generation dynamics and can lead to ultrafast time-modulated plasmonic nanostructures.
[25–27]. However, it is very challenging to directly experimentally observe or accurately theoretically model the dynamic behavior of hot electrons in these configurations mainly due to their ultrafast dynamic response accompanied by extremely fast decay time. These challenges become even more pronounced in the case of a few nanometer gaps, where nonlocal effects are also required to precisely predict the induced electric field distribution.

In general, when a light beam interacts with metallic (plasmonic) structures, their free electron gas rapidly oscillates because of the polarization induced by the external electromagnetic wave. This nonthermal distribution of electrons is generated as a result of the coherent plasmon resonance decay [13, 28–31]. What is dictated by the current scientific knowledge is that at this point low energy electrons at the ground state of the metal are suddenly stimulated to excited states leaving behind hot holes [13]. Next, the high nonthermal hot electrons are redistributed via mainly electron–electron scattering on hundreds of femtoseconds to a few picoseconds timescales. At this point, a tail of high energy hot carriers is formed below and above the Fermi level of the metal. The resulted nonequilibrium state of hot electrons have high enough energy that can be incorporated into the conduction band or overcome the Schottky barrier limit if the metal is placed adjacent to a semiconductor [32–35]. These hot electrons can be used in photodetector driven chemical reactions or be applied as electron catalysts [36–39]. The final step in the relaxation process of the nonequilibrium hot carriers is the slower energy decay via lattice heat dissipation happening on hundreds of picoseconds to few nanoseconds. At this point, the energized electrons reach an equilibrium state inside the metallic nanostructure leading to a steady state response in terms of their temperature distribution. Note that the electron temperature can reach very high values on the order of thousands of degrees Kelvin during the hot carrier generation process and can modify the metallic material properties in the ultrafast picosecond time scale [40]. The hot electrons then couple to slower phonons that cause the much lower lattice temperature of the metallic nanostructure achieved in the steady state [13]. The electron temperature dynamics depend on various material properties, such as the electron–lattice coupling factor, thermal conductivity, and heat capacity, as well as to the enhanced and usually nonuniform electric field distribution generated in the corresponding plasmonic structure [23, 41].

Although the dynamics of hot electron relaxation processes have been extensively studied for extended metallic surfaces [13, 41–43], it is still a challenge to understand these processes in plasmonic nanoscale systems where strong light–matter interactions combined with quantum effects at the nanoscale are dominant [1]. In this work, we examine the hot electron generation and temperature dynamics in a widely used absorber configuration known as gap-plasmon metasurface that can achieve exceptionally high local density of optical states [1]. We demonstrate rapidly enhanced hot electron generation rates due to the boosted electric field inside the nanogap of these nanostructures, an interesting effect without a direct counterpart in bulk plasmonic materials [44]. The two-temperature model (TTM) is used mainly to capture the transition time of hot nonthermal carriers into the thermal carriers and to study these nanophotonic absorbers under various pulsed laser illuminations with the goal to adequately compute the hot electrons nonequilibrium temperature dynamics. We demonstrate that the TTM can sufficiently describe the transition of electrons from a very high nonthermal temperature distribution to nonequilibrium energetic carriers and finally thermal carriers when equilibrium at the steady state is reached. The presented computations also include the nonlocal material description of metals based on the hydrodynamic model [19, 45, 46], which is more accurate to simulate extremely nanoscale gaps. This model can precisely investigate the ultimate limit of electric field enhancement and, consequently, the maximum temperature change dynamics and hot electron generation rate by the presented nanostructures. Interestingly, the metallic material properties change in the ultrafast time scale regime mainly due to the elevated electron temperature. Based on this observation, we predict that the absorption spectrum is also affected leading to ultrafast tunable nanophotonic absorber designs. In addition, we characterize the hot to thermal transition performance of electrons in the studied plasmonic absorbers for different pulse duration laser illuminations. The obtained temperature dynamic results are also applied to quantify the ultimate damage threshold limit of the presented plasmonic metasurfaces. This result is useful in deriving the input power limits used in nonlinear optics, such as second and third harmonic generation, and tunable nanophotonic applications where it is essential to know the maximum input power sustained by the materials before the structure is permanently damaged. The maximum power prediction is determined by considering the induced lattice temperature under various pulsed illuminations before reaching the melting temperature of the used metallic materials. Our results unravel the physics of hot electron generation and temperature dynamics in gap-plasmon absorbers leading to tunable nanophotonic designs. They can be used to maximize their nonlinear reconfigurable performance along with a plethora of other emerging applications, such as efficient photodetection, electrochemistry, photocatalysis, and energy harvesting [43].
2 Theoretical model

The effect of nonequilibrium temperature dynamics of electrons and lattice is required to be considered to accurately model the tunable photothermal phenomena induced by the interaction of ultrashort laser pulses with plasmonic nanostructures. In our analysis, we use the TTM to correlate the ultrafast dynamic evolution of energized hot carriers in plasmonic systems with their induced temperature variations. The TTM has already shown its capability to compute laser ablation in bulky metallic materials due to ultrashort femtosecond pulses [41, 47]. The same theoretical model has been recently utilized to study the hot-carrier relaxation dynamics in elongated plasmonic thin films via pump–probe optical spectroscopy [42] and ultrafast thermomodulation microscopy [48]. However, it has not been used before in the analysis of plasmonic nanocavities, similar to the current absorbers, where the electric field is substantially enhanced in the nanoscale as it will be shown later.

Normally, dielectric materials have close to zero electrical conductivity and do not play a significant role in the TTM equations, since the hot electron cloud is mostly generated in metals that have a high imaginary part of permittivity leading to thermal dissipation. In its simplest form, the TTM is composed of two partial differential equations shown by Eqs. (1) and (2) to describe the spatiotemporal changes of induced electron \( T_e \) and lattice \( T_L \) temperatures [41, 47]:

\[
\frac{C_e}{\partial t} \frac{\partial T_e}{\partial t} = \nabla \cdot \left( k_e \nabla T_e \right) - g_{e-L} \left( T_e - T_L \right) + S(\vec{r}, t), \tag{1}
\]

\[
\frac{C_L}{\partial t} \frac{\partial T_L}{\partial t} = \nabla \cdot \left( k_L \nabla T_L \right) + g_{e-L} \left( T_e - T_L \right). \tag{2}
\]

Equations (1) and (2) are coupled via the electron–lattice coupling factor \( g_{e-L} \), which is nonzero only in the metallic parts of the presented metasurface. The dielectric parts (air and alumina in the current structure) have zero electron temperatures and their thermal response is defined by the regular lattice heat equation given by Eq. (2) without the coupling factor term. By setting the index \( i \equiv e \) or \( L \), where \( e \) is electron and \( L \) depicts the lattice, \( C_i \) and \( k_i \) are the locally defined heat capacity and thermal conductivity, respectively, of the used materials. Note that the lattice heat capacity \( C_L \) is given by the ratio of the specific heat capacity \( C_p \) divided by the density of each material. Moreover, the electron–lattice coupling factor \( g_{e-L} \) and electron heat capacity \( C_e \) change with the induced electron temperature values and their plots in the case of silver are shown in Figure S1(a) and (b). The values of all the other parameters used in Eqs. (1) and (2) are listed in Table S1. \( S(\vec{r}, t) \) can be defined as any external heating source. In our current model, this is electromagnetic heating, as it is explained later in detail. The electron thermal conductivity varies with the induced electron and lattice temperatures and is given by the expression [49]:

\[
k_e = k_L \frac{B T_e}{A T_e^2 + B T_L}. \tag{3}
\]

where \( A \) and \( B \) are empirical parameters defined for silver in Table S2 and \( k_L \) is the lattice thermal conductivity of silver given in Table S1. This formula was derived by molecular dynamics calculations and the contour plot of the electron thermal conductivity computed by Eq. (3) is shown in Figure S1(c).

As mentioned earlier, the induced electron and lattice temperatures are locally \( (\vec{r}) \) and temporally \( (t) \) varying and the temperature distribution is given by the function:

\[
T_i = T_i(\vec{r}, t). \quad \text{The } S(\vec{r}, t) \text{ component in Eq. (1) is the induced heat source (with units of W/m}^3) \text{ which is due to the interaction of the laser pulse with the plasmonic absorber. To be more precise, } S(\vec{r}, t) \text{ consists the resistive losses caused by the external laser field interacting with matter at the nanoscale. The incident laser illumination from free space is always defined as a harmonic oscillating electric field presented by the following Eq. (4) with input intensity computed by Eq. (5):

\[
\vec{E}_0(\vec{r}, t) = E_0 \cdot \text{Re} \left[ e^{i \omega t + i k \cdot \vec{r}} \right], \tag{4}
\]

\[
I_0 = \frac{1}{2} c c_0 |E_0|^2. \tag{5}
\]

The amplitude of the incident field in Eqs. (4) and (5) is \( E_0 \), \( \omega \) and \( k \) are the angular frequency and wave vector of the input laser, respectively, \( c \) is the speed of light, and \( c_0 \) is the vacuum permittivity. Therefore, the average value of the induced heat source is defined as:

\[
S(\vec{r}) = \langle j(\vec{r}, t) \cdot \vec{E}(\vec{r}, t) \rangle_t = \frac{1}{2} \text{Re} \left[ \vec{E}(\vec{r}) \cdot \vec{j}(\vec{r}) \right]. \tag{6}
\]

where \( \vec{j}(\vec{r}, t) = \text{Re} \left[ j(\vec{r}, t) \cdot e^{i \omega t} \right] \) is the generated current density distribution and \( \vec{E}(\vec{r}, t) = \text{Re} \left[ \vec{E}(\vec{r}) \cdot e^{i \omega t} \right] \) is the total electric field along the system caused by the incident field \( \vec{E}_0(\vec{r}, t) \). The time averaged operation is shown in Eq. (6) by the symbol \( \langle \ldots \rangle_t \). In our frequency domain computations, Eq. (6) is applied to TTM by using a temporal Gaussian profile to imitate the envelope of the pulsed laser illumination in a similar way to previous papers relevant to thermoplasmonics [50, 51]. The employed temporal pulse has a normalized Gaussian profile: \( \exp \left[ - \left( (t - 3\tau)/\tau \right)^2 \right] \),
where $\tau$ is the pulse duration and the pulse maximum amplitude is always obtained at $3\tau$. In the case of femtosecond illumination, the temporal part of the pulse is plotted in Figure S1(d). In the current work, the RF module of COMSOL Multiphysics is used for the frequency domain electromagnetic wave simulations. It is coupled to the heat transfer module to perform the electron and lattice temperature dynamic TTM-based calculations. The combination of the nonequilibrium temporal thermal response with the electromagnetic model is not trivial, since it requires to solve the partially differential equation system given by Eqs. (1) and (2) that substantially modifies the conventional thermal equations solved by COMSOL. More details about the complicated multiphysics modeling approach developed in this project are provided in the Supplementary Material. While the currently presented full-wave electromagnetic simulations are generally more accurate than the various semi-analytical methods existing in the literature [52, 53], which usually require several approximations to be solved, there is a possibility to find similar semi-analytical solutions for the optical response of the current structure.

In conventional gap-plasmon metasurface simulations, the enhanced electric field in the dielectric nanogap formed between the metallic resonator and the metal backplane produces abruptly terminated charges on each metallic surface interface. However, the induced electric field enhancement is limited by the nonlocal properties of the metallic materials, an issue that is more pronounced as the gap becomes extremely thin [19, 45, 46]. In our work, both local and nonlocal models are investigated and compared when applied to the TTM and hot electron generation rate calculations. More specifically, we use the hydrodynamic model approach to compute the nonlocal effect [45]. In the nonlocal model, the surface charge density is not abrupt along the metallic surface but extents inside the metal to angstrom scale distances determined by the Thomas–Fermi screening length $\lambda_T \propto \beta/\omega_p$, where the parameter $\beta$ is proportional to the Fermi velocity ($v_F$) and $\omega_p$ is the Drude plasma frequency. Hence, the electric current density inside the metal resulted by the induced electric field is modified by using the nonlocal model [45, 54]:

$$\beta' \nabla \left( \nabla \cdot J(\vec{r}) \right) + (\omega^2 + i\gamma \omega) J(\vec{r}) = i\omega\omega_p\epsilon_0 \mathbf{E}(\vec{r}), \tag{7}$$

where $\gamma$ is the damping parameter, $\omega_p$ is the plasma frequency, $i$ is the imaginary unit, $\epsilon_0$ is the vacuum permittivity, and $\omega$ is the frequency. In our calculations, silver is used for the metallic portions of the plasmonic absorber and the Drude model parameters used in Eq. (7) are: $\omega_p = 2\pi \cdot 2175 \text{ [THz]}$ and $\gamma = 2\pi \cdot 4.35 \text{ [THz]}$ [55]. We also choose $\beta = v_F \cdot \text{Silver} = 1.39 \times 10^8 \text{ m/s}$, similar to relevant previous works [45, 46]. More details about the nonlocal simulations are provided in the Supplementary Material.

## 3 Results and discussion

Figure 1 demonstrates the under-study gap-plasmon metasurface absorber and the inset depicts the dimensions and materials of a single unit cell. The absorber design is composed of a periodic array of silver nanostripes placed over an alumina spacer layer forming a dielectric nanogap. These plasmonic metasurface absorbers exhibit promising optical nonlinear responses, such as four wave mixing, spontaneous parametric down-conversion, and third harmonic generation [20–22, 56], among other useful applications [1] mainly due to the substantially enhanced electric field distribution in the nanogap. The absorber design is composed of a periodic array of silver nanostripes placed over an alumina spacer layer forming a dielectric nanogap. The opaque structure is terminated by an 80 nm thick silver substrate in order to fully block transmission. The square nanostripe dimensions are $40 \times 40 \text{ nm}$ and the period of the nanostructure is 250 nm. The structure is surrounded by air and excited by a normal incident linear polarized electromagnetic wave with electric field along the x-axis to achieve a resonating response. The curvature radius of the rounded nanostripe edges is chosen 2 nm to be consistent with relevant experimental designs [21, 22]. The bulk permittivity of silver is taken from the literature [57] and is used in all electromagnetic wave simulations in the local model case. In general, plasmonic resonances and field distributions can be influenced by slight changes in the metasurface geometry [23]. We explored the field enhancement variation in the nanogap and absorptance resonance shift when using a sharper edge nanostripe, instead of the current more realistic rounded geometry, with results shown in Figure S3 in the Supplementary Materials.

The first step to demonstrate the strong absorption resonant response of this nanostructure is to compute its absorptance $A$ spectra (derived by the reflectance $R$ spectra simple by using: $A = 1 - R$) as a function of the nanogap thickness. The thick metal backplane acts as a mirror that backscatters the incident electromagnetic wave leading to negligible transmittance. Figure 2(a) shows the electromagnetic calculations of the absorptance spectra for increasing nanogap thickness when either local (solid lines) or nonlocal (dotted lines) metal models are used. Note that we have also calculated the absorption cross section (energy loss integration) within the metallic components of the nanostructure (not shown here) and
observed the same response as the absorptance demonstrated in Figure 2(a). In addition, we have always used normal incidence plane wave excitation with electric field linearly polarized along the x-axis where the plasmonic resonance is excited. The other linear polarization will not couple to the system and will not generate field enhancement in the nanogap, i.e., the currently presented metasurface is polarization dependent. However, it can easily become polarization independent without altering its performance if the nanostripes are replaced by an array of three-dimensional plasmonic nanocubes that are polarization insensitive [1]. We have also demonstrated in Figure S4 that the normal incidence excitation generates the strongest field enhancement within the nanogap. It is noted that the resonant wavelength predicted by the nonlocal model is always blueshifted compared to the corresponding resonance in the local model. Furthermore, the perfect absorptive performance of our structure declines as the nanogap thickness is increased. This is because the mirror charges created at the plasmon resonance on the bottom of the silver stripe and on the top surface of the metal substrate are located further apart from each other. As a result, the critical coupling to the incident radiation is lost, leading to a less localized and enhanced electric field inside the nanogap.

Next, we compute the electron and lattice temperatures induced in metal by using the TTM, as described in the previous section. Our simulation results are shown in Figure 2(b) in the case of 2 nm nanogap thickness and for an incident ultrafast laser with pulse duration $\tau = 130$ fs and intensity $I_0 = 3$ GW/cm$^2$, where the local model is used. The temperature is calculated at point $P$ depicted in the inset of Figure 2(b), where maximum field enhancement is obtained leading to the highest temperature values. The electron temperature ($T_e$) exhibits an abrupt peak at the maximum of the ultrashort Gaussian pulse and rapidly decays to merge with the lattice temperature ($T_L$) for longer timescales when steady state is reached. The maximum lattice temperature reaches approximately 315 K at time $t = 6.64$ ps. The obtained equilibrium between electron and lattice temperatures at steady state is the typical behavior that has been obtained before by using TTM in large-scale metallic structures [41, 58]. The presented TTM calculations clearly demonstrate the rapid nonequilibrium hot electron transition to thermal carriers with time. To check the validity of our new TTM-based multiphysics simulations, we have performed similar modeling for much simpler metallic geometries without nanoscale features, such as bulk iron or 200 nm thick flat gold films, and the results are shown in Figure S2. They are in perfect agreement with previous relevant works based on analytical approaches which, however, are different from the current full-wave multiphysics simulations that, in principle, can be applied to accurately model any complicated nanostructure [41, 49].

Figure 2(c) demonstrates the amplitude of the computed electric field enhancement distribution derived from the ratio of the total field induced by the incident wave over the incident field: $E_{\text{enh}} = \frac{\overline{E} (\vec{r})}{\overline{E_0} (\vec{r})}$. The result of this simulation corresponds to the 2 nm gap geometry plotted at each resonance of the local (top panel) and nonlocal (bottom panel) models. It is directly proven
by these results that the field enhancement is limited in the nonlocal model due to the screening effect, where the surface charges extend into the silver nanostripe, as clearly shown in the bottom panel of Figure 2(d) that depicts a magnified region close to the nanostripe corner. The electric field (and consequently the surface charges) penetrate the silver nanostripe only in the nonlocal model case, while the field is abruptly blocked by the metal when the local model is used, as demonstrated in the upper panel of Figure 2(d). The results derived by using the

Figure 2: Comparison of the local and nonlocal models.
(a) Resonant absorptance spectra for increasing nanogap thicknesses calculated by using the local (solid lines) and nonlocal (dotted lines) simulation models. (b) Electron and lattice temperature dynamics in the case of 2 nm thick nanogap induced by an ultrafast femtosecond laser. The initial room temperature is $T_0 = 293$ K and the local model is used in these nonequilibrium thermal simulations. Inset: geometry and point $P$ where the temperatures are computed. (c) Electric field enhancement distribution, $E_{\text{enh}}$, for the same laser conditions used in (b) derived from local (top panel) and nonlocal (bottom panel) simulation models. The colorbar is the same in these two panels. (d) Magnified regions close to the nanostripe corner in the results shown in (c) but now using different colorbar scales.
hydrodynamic nonlocal model are expected to coincide with the local model for sufficient large gap thicknesses [45]. To demonstrate this point, the absorption resonance wavelengths and corresponding maximum field enhancements are computed and plotted in Figure 3(a) and (b), respectively, for different nanogap thicknesses. The nonlocal simulation results merge with the local model for nanogap sizes above 10 nm, where the screening effect ceases to exist. The deviation between these two models is larger in the few nanometer gap scale. This difference becomes even more apparent at the extremely thin one nanometer gap size [45]. Note that the electron spill-out effect is not considered in the current nonlocal model but is not expected to affect the current results, since the spill-out effect will become prominent only for extremely subwavelength nanogaps that are less than 1 nm [59]. The presented results are generic and applicable to all gap-plasmon nanostructures, especially when perfect absorptivity is achieved for ultrathin nanogaps. Subsequently, we perform a time domain study based on the TTM to compute the maximum electron temperature at the resonance wavelengths presented in Figure 3(a). The results of the calculated maximum electron temperatures are demonstrated in Figure 3(c), where both local and nonlocal models are used. Interestingly, while the enhancement of electric field is predicted to be higher by using the local model with respect to the nonlocal calculations under the same gap size (Figure 3(b)), the difference between the temperature of hot carriers derived from local and nonlocal models is negligible (Figure 3(c)). Hence, the temperature variation trend in Figure 3(c) between local and nonlocal models is different from the trend observed for the field enhancement in Figure 3(b). The electromagnetic field enhancement in gap-plasmon metasurfaces is generally extremely localized in the nanogap region due to the plasmonic absorption resonance. However, thermal dissipation is naturally a highly diffusive process which requires more complicated plasmonic geometries to be spatially localized [60]. This minor difference is attributed to the very small nanostripe area (40 × 40 nm) combined with the high thermal diffusivity of silver, which is equal to: \( k_{\text{diff}} = k_t / (\rho \cdot C_p) = 0.17 \text{ nm}^2/\text{fs} \), where \( k_t \) is the lattice thermal conductivity, \( \rho \) is the density, and \( C_p \) is the specific heat capacity at constant pressure. The values of these silver parameters can be found in Table S1. Note that the total energy delivered to the metallic components of the nanostructure is the same for both local and nonlocal methods, as depicted in Figure S5, and follows similar trend to the electron temperatures shown in Figure 3(c).

On a relevant note, it has been correctly argued [44, 61] that plasmonic nanostructures (such as the current nanocavities) can efficiently generate a much higher number of hot electrons compared to single plasmonic nanocrystals. Two options exist to compute the hot electron generation rate in our plasmonic system. The first one is the three-temperature model or modified TTM [61, 62], where the nonthermalized electron distribution is calculated in addition to the electron and lattice temperatures. Instead of using this semiclassical approach, in our work we followed the more accurate quantum formulation of equation of motion based on the density matrix theory to calculate the generation rate of high energy nonthermalized electrons [65]. Hence, the generation rate of high energy (hot) electrons is calculated by using the formula [39, 65–67]:

\[
R_{\text{HE-e}^-} = \frac{1}{4} \frac{2 \pi e^2 F^2}{\hbar} \frac{(\hbar \omega - \Delta E_b)}{(\hbar \omega)^3} \int |E_{\text{normal}}|^2 \, ds,
\]

Figure 3: Local and nonlocal calculations of (a) absorption resonance wavelengths (computed by Figure 2(a)), (b) maximum electric field enhancements, and (c) maximum electron temperatures. All these results are plotted versus the nanogap thickness. The induced maximum electron temperature values are calculated at point \( P \) depicted in the inset of Figure 2(b).
where, $e_0$ and $\hbar$ are electron charge and reduced Planck constant, respectively, $E_F$ is the Fermi energy of metal and $\Delta E_b$ is the energy barrier height that electrons need to overcome to be emitted from the surface. In general, plasmonic hot electrons are typically used for molecular surface chemistry or semiconductor applications [39, 65, 68, 69]. Hence, $\Delta E_b$ is usually interpreted as the barrier height between metal and semiconductor [65] or between metal and molecules attached to its surface [39]. In our calculations, we choose $\Delta E_b = 1\text{eV}$ as a typical energy difference of molecules that can be attached to the metal–dielectric interface at the nanogap where the maximum field enhancement is present [39, 65].

The integral in Eq. (8) consists of a surface integration of the normal electric field component ($E_{\text{normal}}$) along the surface of the metal at the nanogap. Figure 4(a) demonstrates the hot electron generation rate from the nanogap for increasing gap size thicknesses as a function of wavelength by using the local and nonlocal simulation models. The surface integration in Eq. (8) is taken on the bottom surface of the nanostripe and the top surface of the silver substrate at the nanogap region where there is strong field enhancement. The hot electron generation rate reaches its maximum value exactly at the plasmonic resonance (compare Figures 4(a) and 2(a)). Again, the nonlocal model results are blueshifted but, interestingly, the hot electron generation rate is higher in this instance. The maximum value of the hot electron generation rate as a function of the nanogap thickness computed by the local and nonlocal models is shown in Figure 4(b). This result implies that the hot electron generation is substantially weakened for large gap thicknesses mainly due to the low field enhancement. However, the hot electron production rate rapidly increases for small nanogap sizes due to the localized and enhanced electric field. Interestingly, Figure 4(b) predicts higher rates of hot electron generation computed by the nonlocal model compared to the local model at small nanogap sizes. This phenomenon is not expected owing to the weaker electric field intensity in the nanogap dielectric region predicted by the nonlocal model (see Figure 2(c) and (d)). However, the strong electric field penetration into metals only in the nonlocal model makes the normal electric field component to have higher values along the metal interfaces compared to the local simulations. Nonlocal simulations are considered to be more realistic for extremely small nanogaps, since they match better the experimental data [45, 46]. Hence, our findings prove for the first time that the value of the hot electron generation rate in extremely small nanogaps can be further increased when incorporating the quantum screening effect in metals compared to the usually performed classical local simulations. This result will be interesting for various applications that require the accurate computation of the hot electron generation from nanoscale regions.

To further understand the nonequilibrium temperature dynamics of the presented absorbers, we compute the electron and lattice temperatures derived from the TTM for various incident laser pulse durations from ultrashort femtosecond to a few picoseconds and nanoseconds.

![Figure 4: Comparison of hot electron generation between the local and nonlocal models.](image-url)

(a) Generation rate of hot electrons as a function of the wavelength excitation for various nanogap thicknesses computed by the local and nonlocal model. (b) The maximum hot electron generation rate at the resonance peaks shown in (a) calculated by local and nonlocal simulations.
relevant results are shown in Figures 5 and 6, where the gap thickness is fixed to 2 nm and the remaining nanostripe dimensions are the same as before. Instead of fixing the laser power for different time regimes, which will result in high temperatures (above the lattice melting temperature) for longer pulse durations, we used different laser powers that result in the same steady state lattice temperature for all the time regimes involved in our studies. By following this approach, we achieve a fair comparison when demonstrating the various temperatures induced in different time regimes. As a result, we have adjusted the intensity of the laser pulse such that the maximum of lattice temperature always reaches the same value of $T_{L\text{-max}} = 500$ K in a long time duration, also known as steady-state, where electron and lattice temperatures merge and equilibrium is reached. More specifically, an ultrashort femtosecond laser has been used to obtain the results shown in Figure 5(a), where we observe a very sharp increase in the electron temperature mainly due to the ultrafast high-power laser illumination. The data in Figure 5 are always calculated in the point $P$ shown in the inset of Figure 2(b). Figure 5(b) shows similar but more moderate behavior of electron temperature for 1 ps incident laser pulse. The rapid increase in electron temperature occurs in the picosecond time scale regime in Figure 5(b) and (c). As it can be seen, not only the magnitude but also the time difference between the maximum values of the electron and lattice temperatures is decreased with respect to Figure 5(a). Hence, the nonequilibrium temperature dynamics are still present in the picosecond illumination case but are less pronounced compared to the ultrafast femtosecond excitation. At this stage electrons start to lose energy; however, electron carriers are not completely thermalized yet because there is still a large temperature difference between electrons and lattice. The hot carrier energy loss is attributed to electron–electron scattering at the initial stage and later on to electron–phonon interactions [61].

As a next step, we excite the plasmonic absorber with slower nanosecond pulses and the induced electron and

![Figure 5: Electron (black lines) and lattice (red lines) temperature dynamics for (a), (b) ultrashort femtosecond, (c), (d) picosecond, and (e), (f) slow nanosecond incident pulse durations. All the data are calculated in the point $P$ shown in the inset of Figure 2(b).]
The temperature of energetic electrons is substantially suppressed at the nanoscale temporal regime, as it is particularly evident in Figure 5(e) and (f). Electrons are slowly excited and have almost the same energy and temperature as the lattice in the case of nanosecond laser illumination. In addition, there is not evident temporal delay between the electron and lattice temperatures and the temperatures are mainly in equilibrium. Generally, hot/energetic electrons are always created in any plasmonic structure during strong light–matter interactions at the resonance regardless of the laser illumination pulse duration [61]. This relies on the fact that the linear momentum of electrons is not conserved along the surface of plasmonic nanostructures [44, 65]. The formulation of the hot electron generation rate (Eq. (8)) has been derived based on this fact. Regarding the feasibility of experimental measurements, the main concern toward the detection of hot electrons is that they decay very fast on the order of femtoseconds [23]. Hence, the ratio of hot to thermal electrons (also known as Drude electrons or nearly thermalized electrons) is generally maximum at the femtosecond regime (clearly depicted in Figure 6 with more details provided in next paragraph) as long as the system (capable of generating intense electric field hot spots) is excited at the plasmonic resonance. The comparison of longer to shorter pulse responses shown in Figure 5 provides fruitful insights to experimentalists on how to directly detect hot carriers, which so far remains elusive or is a subject of intense debate [61]. It is of paramount importance to know the behavior of hot electrons for long and short pulses in the case of hot electron driven devices, such as detectors or photo catalyzers, where a large number of hot electrons is required to increase their sensitivity and improve their operation efficiency [43].

We further study the difference between electron and lattice temperature dynamics by comparing the ratio of the maximum electron to lattice temperature, \( T_{e\text{-}max}/T_{L\text{-}max} \), achieved by various pulses as a function of different laser pulse durations. The results are depicted in Figure 6(a) and are calculated from the data presented before in Figure 5. Notably, the electron temperature is substantially different compared to the lattice temperature for ultrafast femtosecond pulses. As the pulse duration (\( \tau \)) becomes larger, this difference is significantly suppressed until almost constant values are reached at much slower nanosecond time scales. Another important phenomenon that can be derived by the results in Figure 5(a) is that the hot electron behavior rapidly vanishes after some picoseconds. This trend is analogous to the material changes due to the hot electrons ultrafast dynamics observed before [23] by measuring the extremely rapid variation in the reflection spectrum. The aforementioned method to estimate the hot electron dynamics is not an explicit way to accurately quantify the generation of hot electrons and is substantially different compared to our current work. It was observed that for thin
gap-plasmon absorbers, the change in the reflection spectrum shows a sharp femtosecond peak followed by a relaxation tail of stable low reflectance at the resonance wavelength that eventually reaches steady state at the picosecond time scale regime. This implicit depiction of hot electrons transition to thermal electrons that affect the lattice temperature can also be derived by considering the time difference when the lattice temperature reaches its maximum value, time $t_{L,\text{max}}$, with respect to the time when the maximum electron temperature, time $t_{e,\text{max}}$, occurs. Hence, we plot in Figure 6(b) the ratio $t_{e,\text{max}}/t_{L,\text{max}}$ as a function of the incident pulse duration. The time difference between the electrons and lattice temperature maxima is significant for ultrashort laser pulses, exhibiting a substantial temporal delay due to the pronounced nonequilibrium temperature dynamics. When the pulse duration reaches the picosecond regime, this time delay is substantially suppressed. Finally, the ratio $t_{e,\text{max}}/t_{L,\text{max}}$ reaches unity values at the nanoscale time regime, meaning zero time delay between electron and lattice temperatures, which is the characteristic property of the thermally stable condition when temperature equilibrium is reached. The results presented in Figure 6 prove that the transition of hot electrons from energetic to thermalized carriers is ultrafast and mainly occurs in femtosecond to picosecond time scales.

It would be interesting to calculate the changes in the material properties leading to an ultrafast tunable absorption response of the nanostructure by using the current TTM-based simulations. The temperature can be substantially increased locally at the nanoscale by plasmonic structures. As a consequence, various material properties, such as permittivity, are expected to rapidly vary due to the increased electron and lattice temperatures, as has been shown in previous works [70–72]. Note that the permittivity plays a fundamental role to various light–matter interaction processes and, as a result, to the resonant absorption of the currently presented plasmonic metasurfaces. The temperature dependent permittivity of silver can be written by using the following Drude model [47, 73]:

$$
\epsilon(\omega, T_e, T_l) = 1 - \frac{f_0 \omega_p^2}{\omega^2 - i \gamma(T_e, T_l) \omega} + \sum_{j=1}^{n} \frac{f_j \omega_j^2}{\omega_j^2 - \omega^2 + i \gamma_j(T_e, T_l) \omega}
$$

(9)

where $\omega$ is the incident laser frequency, $\omega_p$ is the plasma frequency, and $f_0$ is the dimensionless oscillator’s strength. The summation in Eq. (9) can be used to consider additional oscillators as correction terms in the Drude model. However, these higher order correction terms are usually weak, and we ignore them in our model for the sake of simplicity. The temperature dependence in the resulted permittivity mainly comes from the damping parameter $\gamma$, which is defined as the inverse of electron relaxation time $\tau_e$ and given by the formula [47]:

$$
y(T_e, T_L) = \frac{1}{\tau_e} = A (T_e)^2 + B (T_L),
$$

(10)

where $A$ and $B$ are the same constants used in Eq. (3) that define the electron thermal conductivity of silver [49]. The parameters of silver used in Eqs. (9) and (10) are listed in Table S2 in the Supplementary Material. Note that the Drude model approach used before in the nonlocal (Eq. (7)) modeling results in the same permittivity at room temperature as Eq. (9). The real and imaginary parts of silver permittivity derived by Eq. (9) are plotted as a function of electron and lattice temperatures in Figure S6.

The temperature dependent real and imaginary parts of silver relative permittivity derived from the TTM under femtosecond laser illumination ($I_0 = 5 \text{GW/cm}^2$) combined with Eqs. (9) and (10) for a 2 nm thick gap metasurface design are shown in Figure S7. The electron temperature reaches its maximum value at the resonance of this nanoscale (-880 nm), leading to a considerable increase in the damping factor computed by Eq. (10). This effect results in significant changes in the silver’s complex permittivity values around the resonance wavelength, as demonstrated in Figure S7, while the room temperature (temperature-independent) permittivity remains unaltered. Interestingly, the silver permittivity is also spatially altered at high electron and lattice temperatures. This is shown in Figure S8 at the resonance wavelength (880 nm) and exactly at the peak of the Gaussian pulse. The strong variation, especially in the imaginary part of the metal permittivity, will naturally lead to a rapid change in the absorption spectrum of the metasurface absorber, which is computed and demonstrated in Figure 7(a) in the case of a 2 nm thick gap under femtosecond laser illumination ($I_0 = 5 \text{GW/cm}^2$). The absorption properties of the presented plasmonic nanostructure become tunable since they are strongly affected by the induced high electron temperature in the femtosecond ultrafast time scale regime. This phenomenon of ultrafast extreme tunability in the absorption can be experimentally verified by pump–probe experiments based on transient absorption spectroscopy [24]. In addition, the ultrafast transient change in absorption can be useful in the emerging field of time-variant nanophotonics [25–27]. The computed quality-factor ($Q$-factor) and resonance wavelength of the ultrafast tunable absorption response are computed and plotted in Figure 7(b) and (c), respectively. The absorption resonance $Q$-factor is relatively low ~20, which is typical value for this type of plasmonic nanostructures [1], but, interestingly, it can be
tuned to even lower values combined with much lower absorption in the femtosecond time scale. The absorption resonance wavelength is also tunable in the same ultrafast regime, as depicted in Figure 7(c). Hence ultrafast all-optical switching of absorption can be obtained with the current plasmonic metasurface that can be used to extend the bandwidth of ultrathin plasmonic absorbers [74]. Note that this interesting effect ceases to exist for a 4 nm gap thickness plasmonic absorber, as clearly depicted in Figure S9. The maximum electron temperature is decreased, as the nanogap thickness becomes larger (see Figure 3(c)), and the effect of temperature in Eq. (9) vanishes. At this point, it is noteworthy to mention that the nonlinear optical properties of some oxide materials, such as indium tin oxide (ITO), are determined by their free electron cloud ultrafast response generated when operate as epsilon-near-zero materials and excited by high input power lasers [75, 76]. This effect can also be characterized by a temperature varying permittivity model and the current TTM-based simulations and will be subject of future work.

Finally, it is highly desirable during optical measurements of plasmonic nanostructures to know the ultimate limit in the laser power intensity that can be applied before leading to permanent sample damage, mainly due to heating. This metric can be especially useful for nonlinear optical experiments, such as second and third harmonic generation, where the conversion efficiency depends on and increases with the input laser intensity. Since the lattice temperature is directly dependent to the electron temperature due to the TTM theory, the effect of both these temperatures needs to be considered to find the ultimate limit of input laser intensity before the nanostructure is permanently damaged owing to lattice temperatures exceeding the melting point of the used materials. Figure 8 shows four different input laser pulse durations and their accompanying intensities, where the induced lattice temperature always reaches the melting temperature of silver $T_m \sim 1234.9$ K (blue line) in all cases. Again, we used 2 nm gap thickness plasmonic absorbers with similar remaining nanostripe dimensions presented before. Based on these results, we can conclude that for ultrafast femtosecond laser pulses, the presented metasurface absorbers can sustain very high-power laser intensities on the order of tens GW/cm$^2$. These high intensity values induce even larger electron temperatures (compared to Figure 2(b)) that can further change the transient absorption of the structure, as was shown before in Figure 7. On the contrary, in the nanosecond pulse duration case, the laser power intensity needs to be substantially reduced to few hundreds of MW/cm$^2$ to not destroy the sample, which leads to much lower electron temperatures. It should be noted that we have used constant lattice density and heat capacity in these simulations for the sake of simplicity, alleviating the need to resort to more complicated molecular and quantum dynamic simulations. Temperature dependent physical properties that consider the nanoscale melting temperature rather than utilizing the bulk material properties should be used to compute the laser power damage thresholds more precisely. Using temperature dependent physical properties is also necessary in the case of ultra-short laser surface processing, where three phases (solid, fluid, and gas) are formed [41, 47]. The current calculations are expected to be very interesting to nonlinear optical experiments based on the presented gap-plasmon plasmonic absorbers, since nonlinear efficiencies have been found to be significantly boosted by these structures [19, 22] mainly due to the strong light–matter interaction in the nanogap [1] and can become even stronger when the laser input intensity is further increased.
Conclusions

To conclude, we studied the dynamics of hot electron relaxation processes in plasmonic nanocavities where strong light–matter interactions combined with quantum effects at the nanoscale are dominant. We demonstrated rapidly enhanced hot electron generation rates due to the boosted electric field inside the nanogap of these nanostructures, an interesting effect without a direct counterpart in bulk plasmonic materials. The performed comparison of longer to shorter pulse responses is expected to provide fruitful insights to experimentalists on how to directly detect hot carriers, currently a subject of intense debate [61], which is of paramount importance to hot electron driven devices, such as detectors or photo catalyzers, where a large number of hot electrons is required to increase their sensitivity and improve their operation efficiency. It was shown that ultra-short femtosecond laser pulses result in high electron temperatures, where numerous hot electrons are produced. In the case of longer pulse durations, the hot electron behavior is rapidly suppressed due to both electron–electron collisions and electron–phonon interactions resulting to mainly thermalized electrons at the nanosecond time regime. The nanogap thickness is also crucial to achieve enhanced electron temperatures and hot electron generation. To correctly model extremely thin nanogaps, we introduced quantum electromagnetic simulations based on the nonlocal model to accurately compute the ultimate field enhancement in the plasmonic resonance and its effect on electron and lattice temperatures. The temperature dependent permittivity was also considered to study the ultrafast transient change in absorption leading to tunable plasmonic absorbers which can be useful in the emerging field of time-variant nanophotonics. Finally, the damage threshold of the proposed absorbers under various pulse illuminations was scrutinized. The presented results elucidate the role of hot electron generation and temperature dynamics in the response of gap-plasmon absorbers that can be used in a...
plethora of emerging applications, such as photocatalysis, photovoltaics, nonlinear optics, and photodetection.
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