Analysis of sweeping jet and film composite cooling using the decoupled model
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Abstract: The heat transfer process of the sweeping jet and film composite cooling (SJF) structure of the turbine blade leading edge is complex. The current work divides the overall cooling effectiveness of the SJF into the impingement heat transfer effectiveness, the convection heat transfer effectiveness inside the film holes, and the external film cooling effectiveness by the decoupled method. Various cooling effectiveness proportions and trends are compared when the blowing ratios are 1.05, 2.07, and 4.11. There is an average ratio of 64.33% for impingement heat transfer effectiveness and 38.02% for convection heat transfer effectiveness. The ratio of external film cooling effectiveness gradually changes from positive to negative with the increase of the blowing ratio. Therefore, the proportion of external film cooling effectiveness and impingement heat transfer effectiveness should be considered when applying SJF. The convection heat transfer effectiveness cannot be ignored, especially when the design scheme of the shower head is used.
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Nomenclature

D   hydraulic diameter of the exit throat, mm
\(d_f\)  diameter of the film hole, mm
\(D_{LE,\text{out}}\)  outer diameter of the leading edge, mm
\(D_{LE,\text{in}}\)  inner diameter of the leading edge, mm
\(H_c\)  height of the coolant channel, mm
\(H_i\)  pitch of film holes, mm
\(H_l\)  height of the solid domain of the fluidic oscillator, mm
\(L_i\)  length of the solid domain of the fluidic oscillator, mm
\(M\)  blowing ratio
\(\text{Nu}\)  Nusselt number
\(T\)  temperature, K
\(t_{\text{imp}}\)  thickness of the impingement plate, mm
\(t_{LE}\)  thickness of the leading edge, mm
\(\tau\)  shear velocity, m/s
\(W_i\)  weight of the solid domain of the fluidic oscillator, mm
\(X\)  axial coordinate value, mm
\(Y\)  mainstream coordinate value, mm
\(y\)  thickness of the first grid, mm
\(y^*\)  non-dimensional distance (= \(y\tau/\nu\))
\(Z\)  spanwise coordinate value, mm

Greek symbols

\(\eta\)  overall cooling effectiveness
\(\eta_{\text{ad}}\)  adiabatic cooling effectiveness
To better understand the proportion of the impingement heat transfer effectiveness ($\eta_{imp}$), convection heat transfer effectiveness inside the film holes ($\eta_{fn}$), and external film cooling effectiveness ($\eta_{ex}$) in the OCE, Zhou et al. [7] developed a decoupled model to take into account these variables. The decoupled model is explained in detail in Section 2.6. As shown by Zhou et al. [7], $\eta_{imp}$ accounts for about 70% of the OCE of the traditional impingement and film composite cooling structure, $\eta_{fn}$ accounts for about 30%, $\eta_{ex}$ represents the smallest proportion of the OCE, and it can have a negative effect on a large blowing ratio. A further problem with the decoupled model is that $\eta_{ex}$ is not the same as the adiabatic film cooling effectiveness ($\eta_{ad}$) in the adiabatic model, as it is not governed by the same assumptions. The decoupled model considers the solid heat conduction as part of $\eta_{ex}$, whereas in the adiabatic model, $\eta_{ad}$ does not consider the heat conduction of the solid at all.

Turbine blade leading edges are usually cooled with an impingement and the film composite structure. Film holes are usually arranged densely in a composite cooling structure, which can be compared to a showerhead. However, the impingement nozzles can take a variety of forms, such as the traditional cylindrical normal jet nozzle [8], cylindrical tangential jet nozzle [9], slot tangential jet nozzle [10], convergent staggered jet nozzle [11], and sweeping jet nozzle [12]. Significantly, the sweeping jet nozzle, also known as a fluidic oscillator, was proposed by the Bowles Fluidic Corporation in 1979 [13]. It is widely used for flow control [14], noise reduction [15], and resistance reduction [16], and due to its sweeping characteristics, it has been used as film holes [17] and impingement nozzles [18] on turbine blades in recent years. There has been experimental evidence that when the dimensionless impinging distance is greater than 4, the same amount of coolant flow rate can achieve a greater $\eta_{imp}$ for the sweeping jet impingement nozzle [19]. There is also a considerable improvement in the OCE of the sweeping jet and film composite cooling (SJF) structure over that of the conventional normal jet and film composite cooling structure (NJF) when applied to the flat plate [20] and curved surface [12] with film holes. Moreover, the OCE of the tangential jet and film composite cooling structure is equivalent to that of the NJF [9,21]. Consequently, if the turbine blade allows a large inlet total pressure to flow into the cooling structure, the OCE of the SJF will be greater than that of other composite cooling structures.

However, the configuration of film holes and impingement jet nozzle of SJF proposed in the study of Kong et al. [12] only represents the conventional scheme and cannot obtain the optimal OCE; the current work is to

### Acronyms

- CHT: conjugate heat transfer model
- DEM: decoupled model
- F: film hole
- POD: proper orthogonal decomposition
- SJF: sweeping jet and film composite cooling
- NJF: normal jet and film composite cooling
- OCE: overall cooling effectiveness

### 1 Introduction

There is a need to consider turbine cooling structures in turbine design because turbine cooling structures can make a turbine work beyond the melting point of the materials used in blades. The research on new cooling fluids, such as nanofluid [1,2], is particularly important; besides, a variety of turbine cooling structures have been studied extensively through experimental work and numerical simulations in order to better understand how they work. As far as the numerical simulation is concerned, conjugate heat transfer can produce a more accurate prediction of the cooling effectiveness than adiabatic calculation [3,4]. The conjugate heat transfer method considers the heat conduction process of the solid, and the thermal conductivity of the turbine blade material will also affect the cooling effectiveness. At present, the blade material is constantly evolving; thus, the derivation of the thermal conductivity equation with variable thermal conductivity and time-fractional order in special materials [5,6] has also become an important research direction.

As a result of the impingement and the film composite cooling structure that is used to cool the leading edge of the turbine blades, it is extremely difficult to determine the optimal value of the overall cooling effectiveness (OCE). If the impingement heat transfer effectiveness is high, there will be a relatively low-temperature difference between the coolant and the mainstream formed when the film is formed, decreasing the film cooling effectiveness.
explore the proportion of $\eta_{\text{imp}}$, $\eta_{\text{fh}}$, and $\eta_{\text{ex}}$ in the OCE for the SJF, which can provide a reference for SJF in the global optimization of the geometry such as the location and diameter of the film holes. Another purpose of the current work is to show the universality of the decoupling method, which can analyze the various cooling effectiveness of the SJF, a complex structure on a curved surface. Therefore, the decoupling method can still be applied to the cooling effectiveness analysis of SJF on the real blade leading edge under the conditions similar to the semi-cylindrical leading-edge model. The SJF in the study of Kong et al. [12] is selected for specific decoupling analysis, and the working conditions with blowing ratios of 1.05, 2.07, and 4.11 are selected for simulation calculation; the solid domain is removed to obtain $\eta_{\text{ad}}$ in the composite cooling structure to prove the negative effect of $\eta_{\text{ex}}$ in the decoupled model.

2 Geometry and decoupled model

2.1 Geometry

Based on the study of Kong et al. [12], the SJF is chosen as the focus of a research project in this study as illustrated in Figure 1. It is designed to simulate the blade's leading-edge by using a leading-edge model and a fluidic oscillator, which are both static models. This leading-edge model has a sweeping jet nozzle (fluidic oscillator, shown in Figure 2) and a total of 15 film holes that are arranged. This model is a semi-cylinder that is extended on both sides and has a hollowed-out impingement plate to close it. The impinging distance is defined as the gap from the fluidic oscillator throat to the middle row of film holes (4D in this article). This semi-cylinder is cooled by three film hole rows that are placed on its outer surface. There are five holes in each row that are tilted 25° to the outer surface of the semi-cylinder, each hole holding three angles of 0 and 30° to the axial direction, and the geometric details are described in Table 1. The sweeping jet nozzle is a fluidic oscillator device, which is modified following Bowles Fluidic Corporation [13]. There is a thickness $D$ to the fluidic oscillator. The three-dimensional physical model of the current work is consistent with that of Kong et al. [12], as shown in Figure 3. The coolant flows along the outer surface of the semi-cylinder through the film holes after it has been injected into the fluidic oscillator, preventing the frontal scouring with the mainstream.

2.2 Computation model procedure

Commercial software CFX 19.0 is being used in the current project, as well as the URANS and SST $k-\omega$ turbulence model. Since the compressible coolant is compressed and expanded in the fluidic oscillator, the compressibility of

![Figure 1: Details of the dimensions and the arrangements.](image1)

![Figure 2: Various parts and geometric dimensions of the fluidic oscillator [13].](image2)
the fluid is considered. Therefore, the URANS equations [22] are as follows:

\[
\frac{\partial p}{\partial t} + \frac{\partial (\rho U_j)}{\partial x_j} = 0, \tag{1}
\]

\[
\frac{\partial (\rho U_j)}{\partial t} + U_j \frac{\partial (\rho U_j)}{\partial x_i} = - \frac{\partial P}{\partial x_j} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial U_j}{\partial x_i} - \rho U_j U_i' \right) \right], \tag{2}
\]

\[
\frac{\partial (\rho c_v T)}{\partial t} + U_j \frac{\partial (\rho c_v T)}{\partial x_i} = \frac{\partial}{\partial x_i} \left[ \lambda \left( \frac{\partial T}{\partial x_i} \right) - \rho c_v U_i' T' \right]. \tag{3}
\]

Assume that the solid domain is solved in the conjugate heat transfer model; then the following energy equation applies:

\[
\frac{\partial (\rho c_p T)}{\partial t} = \nabla \cdot (\lambda_e \nabla T_e), \tag{4}
\]

where \( U, U', \rho, P, c_p, T, T', \) and \( \lambda \) are the velocity vector (m/s), velocity pulsation (m/s), density (kg/m³), pressure (Pa), the specific heat (J/(kg K)), temperature (K), temperature pulsation (K), and thermal conductivity coefficient (W/(m K)), respectively. Subscript \( s \) represents the variable in the solid domain.

The reason for choosing the SST \( k-\omega \) turbulence model is that it can solve the flow field with a strong pressure gradient and accurately capture the phenomenon of flow separation [23]. The SST \( k-\omega \) turbulence model is a two-equation model, which is composed of the \( k-\omega \) model and can solve the flow near the wall, and the \( k-\varepsilon \) model, which can solve the free-stream flow outside the wall, given by

\[
\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho U_j k)}{\partial x_j} = P_k - \beta \rho k \omega + \frac{\partial}{\partial x_j} \left[ \mu + \sigma_k \mu_t \frac{\partial k}{\partial x_j} \right], \tag{5}
\]

\[
\frac{\partial (\rho \omega)}{\partial t} + \frac{\partial (\rho U_j \omega)}{\partial x_j} = \alpha_p S^2 - \beta \omega^2 + \frac{\partial}{\partial x_j} \left[ \mu + \sigma_\omega \mu_t \frac{\partial \omega}{\partial x_j} \right] + \frac{1}{\omega} \left( 1 - F_1 \right) \frac{\partial k \partial \omega}{\partial x_i} \frac{\partial \omega}{\partial x_i}. \tag{6}
\]

The turbulent eddy viscosity is given by

\[
\nu_t = \frac{\sigma_k}{\max(a_i \omega, SF_2)}. \tag{7}
\]

In addition, some important terms in Eqs. (5)–(7) are given by

\[
P_k = \min \left( \tau_i \frac{\partial U_i}{\partial x_j}, 10 \cdot \beta \rho k \omega \right), \tag{8}
\]

\[
\tau_i = 2\nu_i S_{ij} - \frac{2}{3} \delta_{ij} k, \tag{9}
\]

\[
S = \sqrt{2 S_{ij} S_{ij}}, \quad S_{ij} = \frac{1}{2} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right), \tag{10}
\]

\[
F_1 = \tanh \left( \min \left[ \frac{\sqrt{k}}{C_{D_{\omega}} y^2} \left( \frac{4 \rho \sigma_{\omega} k}{C_{D_{\omega}} y^2} \right)^{\frac{1}{2}} \right] \right)^4, \tag{11}
\]

where \( F_1 = 0 \) is the blending coefficient, away from the surface (\( k-\varepsilon \) model) and increases to 1 inside the boundary layer (\( k-\omega \) model). \( y \) is the distance to the nearest wall.

\[
C_{D_{\omega}} = \max \left( 2 \rho \sigma_{\omega} \frac{1}{\omega} \frac{\partial k}{\partial x_i} \frac{\partial \omega}{\partial x_i}, 10^{-10} \right). \tag{12}
\]

\( F_2 \) is the second blending coefficient and is given by
\[ F_2 = \tanh \left[ \max \left( \frac{2\sqrt{k}}{\beta^\omega y}, \frac{500v}{y^\omega} \right) \right] \] (13)

All constants are computed by a blend from the corresponding constants of the \( k-\varepsilon \) and \( k-\omega \) models via \( \alpha = \alpha_1 F + \alpha_2 (1-F) \). The constants for this model are \( \alpha_1 = 5/9, \beta_1 = 3/40, \beta_2 = 0.0828, \beta^* = 0.09, \sigma_{k_1} = 0.85, \sigma_{k_2} = 1, \sigma_{\omega_1} = 0.5, \text{and } \sigma_{\omega_2} = 0.856. \)

### 2.3 Boundary conditions

Both the coolant and the mainstream are assumed to be air-ideal gases. The coolant mass flow rate is set as a function of the blowing ratio, while the total temperatures of the mainstream and coolant are set to 480 and 300 K, respectively, resulting in the temperature ratio being 0.625. In each of the different cases, the mainstream and coolant turbulent intensity is 1%; Table 2 lists the important boundary conditions that have been applied. In the calculation domain, there are translational periods on the upper and lower sides. Interface boundaries are set on the surfaces which are in contact with fluids and solids, while non-slip adiabatic walls are set on the other surfaces. It is convergent when all three, mass, energy, and momentum conservation equations, have root-mean-square residences below \( 1 \times 10^{-6} \).

### 2.4 Grid and turbulence model

In order to generate the hexahedral grid for the sweeping jet, the Workbench commercial software meshing module was used, while in order to obtain the hexahedral grid for the other fluid domain and solid domain, ICEM CFD was employed. Figure 4 indicates the grid near the sweeping jet and film holes. An O-type subdivision is utilized for the blocks of film holes and a Y-type subdivision is used for discretizing the blocks of the impingement chamber on both ends. The low-Reynolds number \( k-\omega \) turbulence model would require at least \( y^+ < 1 \); therefore, a careful adjustment is made to the height of the first grid in the fluid domain so that the \( y^+ \) value remains less than 1 in all different cases.

### Table 2: Boundary conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mainstream temperature, ( T_m ) (K)</td>
<td>480</td>
</tr>
<tr>
<td>Mainstream inlet velocity, ( V_{in,m} ) (m/s)</td>
<td>40, 32, 26.7</td>
</tr>
<tr>
<td>Outlet static pressure, ( P_{out} ) (Pa)</td>
<td>101,325</td>
</tr>
<tr>
<td>Coolant inlet temperature, ( T_c ) (K)</td>
<td>300</td>
</tr>
<tr>
<td>Temperature ratio, ( T_c/T_m )</td>
<td>0.625</td>
</tr>
<tr>
<td>Blowing ratios, ( \rho_c V_c/\rho_m V_m )</td>
<td>1.05, 2.07, 4.11</td>
</tr>
</tbody>
</table>
Kong et al. [12] have proved that the SST $k$–$\omega$ turbulence model can more accurately predict the cooling effectiveness of the SJF. The current work still uses this turbulence model to calculate the decoupled model, conjugate heat transfer model, and adiabatic model. In addition, the fluid domain grids of the decoupled model, conjugate heat transfer model, and adiabatic model also adopt the first layer grid height and grid number (about 10.40 million) of Kong et al. [12].

2.5 Definitions of parameters

This study investigates the heat transfer characteristics of SJF by defining a few parameters.

1) Coolant mass flow to the mainstream is characterized by the blowing ratio, which is calculated as follows:

$$M = \frac{m_c}{A_c \rho_m V_m} = \frac{\rho_c V_c}{\rho_m V_m},$$  \hspace{1cm} (14)

where $\rho$, $V$, and $m$ are the density (kg/m$^3$), velocity (m/s), and mass flow (kg/s), respectively. $A_c$ is the area of the coolant inlet in the SJF structure.

2) The Nusselt number is employed to investigate the non-dimensional heat transfer coefficient of the impinging surface and is defined as follows:

$$\text{Nu} = \frac{q_w D}{(T_w - T_{in,c})\lambda},$$  \hspace{1cm} (15)

where $q_w$ represents the wall heat flux, $\lambda$ represents the fluid thermal conductivity, and $T_w$ represents the impinging surface temperature.

3) The SJF cooling performance is measured using the OCE, which is defined as follows:

$$\eta = \frac{T_{in,m} - T_{ow}}{T_{in,m} - T_{in,c}},$$  \hspace{1cm} (16)

where $T_{ow}$ and $T_{in,m}$ are the outer wall and mainstream temperature, respectively (K).

4) Because the sweeping jet is a simple harmonic motion, the time-averaged value of a variable can be obtained by averaging it in a sweeping period:

$$S = \frac{1}{T} \int_0^T Sdt,$$  \hspace{1cm} (17)

where $S$ stands for the Nu number, OCE or velocity, etc., and $T$ is the time required to complete a sweeping period.

2.6 Decoupled model

The decoupling method is used to obtain $\eta_{imp}$, $\eta_{fh}$, and $\eta_{ex}$, and the proportion of these cooling effectiveness in the OCE. This section focuses on the principle and implementation method of the decoupled model from the study of Zhou et al. [7]. Figure 5 shows the NJF on the flat plate: the conjugate heat transfer model is divided into the “mainstream model” and “ideal internal cooling model” at the orifices, the interface on the mainstream side is set as “wall,” the interface on the film hole side is set as “outlet,” and the solid domain and fluid domain are still connected through an “interface” for heat exchange. In the present work, there are 15 film holes and 15 interfaces are introduced. Although the coolant still flows out of the film hole outlet, it will not enter the mainstream model, which is equivalent to no film near the film holes. At this time, the cooling effectiveness obtained from the outer surface temperature of the “ideal internal cooling model”

![Figure 5: Principles of the decoupled model [7].](image-url)
is “equivalent internal cooling effectiveness” ($\eta_{\text{in}}$); then $\eta_{\text{imp}}$ and $\eta_{\text{in}}$ are calculated according to the “heat release rate” ratio of the inner wall surface of the impinging surface to the film holes and $\eta_{\text{ex}}$ is obtained by $\eta - \eta_{\text{imp}}$. However, $\eta_{\text{ex}}$ is different from $\eta_{\text{ad}}$. Decoupled models continue to exchange heat between the solid domain and mainstream, while adiabatic models use the solid domain’s outer surface as an adiabatic wall. Therefore, $\eta_{\text{ad}}$ can only represent the influence of the film on the cooling effectiveness of the adiabatic wall.

A very similar cooling effectiveness has been obtained by combining the boundary conditions corresponding to the conjugate heat transfer model with the decoupled model (as shown in Figure 6) to eliminate the differences between

![Figure 6](image_url)

**Figure 6:** (a) The conjugate heat transfer model and (b) the decoupled model [7].

### Table 3: Time-averaged and time-accurate mass flow rate at the outlet of each film hole for $M = 1.05$ (unit: mg/s)

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
<th>F10</th>
<th>F11</th>
<th>F12</th>
<th>F13</th>
<th>F14</th>
<th>F15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-averaged</td>
<td>9.4</td>
<td>9.7</td>
<td>10.0</td>
<td>10.2</td>
<td>9.6</td>
<td>8.4</td>
<td>7.2</td>
<td>14.6</td>
<td>12.4</td>
<td>10.1</td>
<td>9.4</td>
<td>9.6</td>
<td>9.9</td>
<td>10.1</td>
<td>9.7</td>
</tr>
<tr>
<td>$\Phi = 0^\circ$</td>
<td>9.7</td>
<td>9.9</td>
<td>9.1</td>
<td>9.6</td>
<td>9.3</td>
<td>7.8</td>
<td>7.3</td>
<td>14.2</td>
<td>12.0</td>
<td>9.6</td>
<td>9.2</td>
<td>9.7</td>
<td>9.6</td>
<td>9.7</td>
<td>9.4</td>
</tr>
<tr>
<td>$\Phi = 60^\circ$</td>
<td>8.7</td>
<td>9.5</td>
<td>9.0</td>
<td>10.6</td>
<td>9.5</td>
<td>8.2</td>
<td>7.2</td>
<td>13.6</td>
<td>11.8</td>
<td>9.4</td>
<td>9.3</td>
<td>9.6</td>
<td>9.2</td>
<td>9.1</td>
<td>9.2</td>
</tr>
<tr>
<td>$\Phi = 120^\circ$</td>
<td>8.6</td>
<td>9.3</td>
<td>9.5</td>
<td>9.9</td>
<td>9.6</td>
<td>8.4</td>
<td>7.1</td>
<td>14.6</td>
<td>12.2</td>
<td>9.9</td>
<td>9.3</td>
<td>9.6</td>
<td>9.7</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td>$\Phi = 180^\circ$</td>
<td>9.2</td>
<td>9.8</td>
<td>9.8</td>
<td>9.1</td>
<td>9.4</td>
<td>8.1</td>
<td>7.0</td>
<td>14.0</td>
<td>12.7</td>
<td>10.0</td>
<td>9.3</td>
<td>9.2</td>
<td>10.0</td>
<td>9.8</td>
<td>9.8</td>
</tr>
</tbody>
</table>

### Table 4: Time-averaged and time-accurate mass flow rate at the outlet of each film hole for $M = 2.07$ (unit: mg/s)

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
<th>F10</th>
<th>F11</th>
<th>F12</th>
<th>F13</th>
<th>F14</th>
<th>F15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-averaged</td>
<td>17.9</td>
<td>17.3</td>
<td>19.3</td>
<td>20.3</td>
<td>19.0</td>
<td>17.1</td>
<td>16.5</td>
<td>18.9</td>
<td>20.2</td>
<td>19.2</td>
<td>17.7</td>
<td>17.3</td>
<td>18.5</td>
<td>18.8</td>
<td>18.3</td>
</tr>
<tr>
<td>$\Phi = 0^\circ$</td>
<td>18.1</td>
<td>15.4</td>
<td>18.3</td>
<td>17.3</td>
<td>17.9</td>
<td>15.4</td>
<td>16.6</td>
<td>18.3</td>
<td>19.5</td>
<td>18.5</td>
<td>16.7</td>
<td>17.7</td>
<td>17.7</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>$\Phi = 60^\circ$</td>
<td>15.8</td>
<td>15.9</td>
<td>17.5</td>
<td>21.1</td>
<td>18.7</td>
<td>16.2</td>
<td>16.6</td>
<td>17.5</td>
<td>18.6</td>
<td>18.1</td>
<td>16.9</td>
<td>17.3</td>
<td>17.3</td>
<td>16.5</td>
<td>17.5</td>
</tr>
<tr>
<td>$\Phi = 120^\circ$</td>
<td>15.7</td>
<td>15.5</td>
<td>18.6</td>
<td>19.1</td>
<td>18.7</td>
<td>17.0</td>
<td>16.2</td>
<td>18.9</td>
<td>19.5</td>
<td>18.5</td>
<td>17.4</td>
<td>17.7</td>
<td>17.8</td>
<td>17.7</td>
<td>18.0</td>
</tr>
<tr>
<td>$\Phi = 180^\circ$</td>
<td>16.8</td>
<td>17.8</td>
<td>17.9</td>
<td>18.6</td>
<td>18.5</td>
<td>15.1</td>
<td>16.2</td>
<td>17.9</td>
<td>19.5</td>
<td>19.0</td>
<td>17.6</td>
<td>15.0</td>
<td>18.3</td>
<td>18.7</td>
<td>18.2</td>
</tr>
</tbody>
</table>

### Table 5: Time-averaged and time-accurate mass flow rate at the outlet of each film hole for $M = 4.11$ (unit: mg/s)

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
<th>F10</th>
<th>F11</th>
<th>F12</th>
<th>F13</th>
<th>F14</th>
<th>F15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-averaged</td>
<td>34.5</td>
<td>34.6</td>
<td>37.8</td>
<td>39.7</td>
<td>37.8</td>
<td>34.0</td>
<td>33.1</td>
<td>37.2</td>
<td>40.6</td>
<td>38.7</td>
<td>33.7</td>
<td>34.9</td>
<td>37.7</td>
<td>38.6</td>
<td>37.5</td>
</tr>
<tr>
<td>$\Phi = 0^\circ$</td>
<td>35.8</td>
<td>34.7</td>
<td>34.2</td>
<td>36.8</td>
<td>36.1</td>
<td>33.9</td>
<td>31.4</td>
<td>35.7</td>
<td>41.3</td>
<td>37.8</td>
<td>32.8</td>
<td>34.8</td>
<td>36.2</td>
<td>36.9</td>
<td>36.9</td>
</tr>
<tr>
<td>$\Phi = 60^\circ$</td>
<td>32.0</td>
<td>31.4</td>
<td>37.2</td>
<td>40.2</td>
<td>37.2</td>
<td>33.8</td>
<td>34.2</td>
<td>36.3</td>
<td>37.6</td>
<td>37.7</td>
<td>34.3</td>
<td>34.6</td>
<td>35.8</td>
<td>35.6</td>
<td>36.0</td>
</tr>
<tr>
<td>$\Phi = 120^\circ$</td>
<td>31.7</td>
<td>31.6</td>
<td>36.9</td>
<td>39.7</td>
<td>38.5</td>
<td>34.3</td>
<td>34.3</td>
<td>39.5</td>
<td>38.5</td>
<td>37.0</td>
<td>35.1</td>
<td>35.8</td>
<td>36.6</td>
<td>36.1</td>
<td>35.8</td>
</tr>
<tr>
<td>$\Phi = 180^\circ$</td>
<td>33.8</td>
<td>35.0</td>
<td>36.3</td>
<td>36.7</td>
<td>37.0</td>
<td>33.0</td>
<td>31.1</td>
<td>38.1</td>
<td>41.3</td>
<td>38.7</td>
<td>35.1</td>
<td>35.6</td>
<td>35.6</td>
<td>36.8</td>
<td>35.3</td>
</tr>
</tbody>
</table>
Figure 7: Comparison between the decoupled model and conjugate heat transfer model at $M = 2.07$ for the (a) flow structure and (b) internal impingement cooling effectiveness.
the internal flow structure of the decoupled model and the conjugate heat transfer model. As with the conjugate heat transfer model, the adiabatic model has consistent inlet and outlet boundary conditions, but the decoupled model has different outlet boundary conditions. Therefore, the decoupled model needs to adopt different boundary conditions from the conjugate heat transfer model to make the flow field structures of the two agree with each other. In the study of Zhou et al. [7], the decoupled model adopts the total pressure boundary conditions at the inlet and mass flow rate boundary conditions at the outlet. Calculations of the conjugate heat transfer model are used to determine the boundary under each working condition in the decoupled model, and the rationality of this method has been verified. In the present work, Tables 3–5 show how the mass flow rate at the orifices is different at each time due to the sweeping behavior of the jet, but the difference between the transient value and the time-averaged value is small. Therefore, the time-averaged mass flow rate is finally selected as the outlet boundary conditions of the decoupled model.

3 Results

3.1 Rationality of the decoupled model

For testing the effectiveness and ensuring the accuracy of the decoupling method in the present study, the working conditions of \( M = 2.07 \) will be used. In both the conjugate heat transfer model and the decoupled model, the flow structure and Nu number distribution are evaluated indexes, as shown in Figure 7(a) and (b). The decoupled model clearly exhibits the same internal flow structures and Nu number distributions as the conjugate heat transfer model. On the other hand, since the mainstream and the film are no longer mixed with each other and the external flow structure is symmetrical along the line \( X/D = 0 \), the decoupled model can perfectly eliminate the external cooling effectiveness. Therefore, the decoupling method can accurately estimate the specific values of \( \eta_{\text{imp}} \), \( \eta_{\text{hm}} \), and \( \eta_{\text{ex}} \) in the present work.

To better understand the physical mechanism of the complex flow inside the impingement chamber and further prove the rationality of the decoupled model, the proper orthogonal decomposition (POD) technique is used to separate and extract the coherent structures of different scales in the impingement chamber. Based on the unsteady results of the CHT scheme and DEM scheme at \( M = 2.07 \), the time interval is \( \Delta t = 0.00012 \) s and a total of 50 moments of data were extracted for POD analysis. Figure 8 shows the distribution of eigenvalues of the first 40 POD modes of the CHT scheme, where \( N \) is the mode number and \( \lambda \) is the eigenvalues, with the eigenvalues of POD being the energy of the corresponding POD modes. It can be seen from Figure 8 that the energy of the first four modes accounts for 46.2% of the total energy, and the first 20 modes account for 82.4% of the total energy (the calculation method is shown in the study of Wang et al. [24]). Therefore, the POD method reduces the order of the high-dimensional unsteady flow effectively, and the first four modes can represent the main flow characteristics.

Figure 9 depicts the contours of the local Nu number on the impinging surface of the first four POD modes for the CHT scheme and DEM scheme, and the data of each mode are normalized to facilitate comparison. The value of the Nu number in each mode is a relative value, with a large value indicating a large amplitude of vibration. It can be seen from Figure 9 that the position of the high Nu number region is different under various modes, indicating that the unsteady flow in the impingement chamber is complex and there are many vortex structures. The first mode structure mainly appears on both sides of \( X/D = 0 \); therefore, the main unsteady structure in the impingement chamber is the vortex cluster on both sides of \( X/D = 0 \), especially at \( Z/D = 0 \). The second and third mode structures focus on the right side and left side of \( X/D = 0 \), respectively. This area is the location where the jet core directly impinges the impinging surface. There is a phase angle \( (\Phi) \) difference between the second mode and the third mode, and the jet core shifts from the right...
side of $X/D = 0$ to the left side over time. The vibration amplitude of the fourth mode is small, which indicates that it is caused by more broken small-scale vortices. In addition, the difference between the DEM scheme and CHT scheme is small, which further indicates that the decoupled model is reasonable in SJF.

Figure 9: Contours of the local Nu number on the impinging surface of the first four POD modes for the (a) CHT scheme and (b) DEM scheme.
3.2 Comparative analysis of time-accurate and time-averaged contours

It is important to distinguish between the similarities and differences between the time-accurate and time-averaged data for the jet since it sweeps periodically with time. Figure 10 shows the time-accurate and time-averaged contours of the Nu number, temperature, and OCE with $M = 2.07$, for the conjugate heat transfer model. The peak value of the Nu number varies with time, as shown in Figure 10, while the temperature on the impinging surface hardly changes over time. When the fluid thermal conductivity is constant, according to the definition, the Nu number depends heavily on the wall heat flux. Thus,
it is evident that the Nu number contour changes with time on impinging surfaces, and there is a large difference between the time-accurate contour and the time-averaged contour. However, the temperature is almost constant because it takes a short time to complete each sweep period (about 0.000515–0.000946 s in this article); keeping the jet core stationary for long periods of time is impossible and it is impossible to form an obvious temperature difference on the impinging surface. Consequently, time-accurate and time-averaged temperature contours are virtually identical. Moreover, the temperature remains almost constant, explaining why the OCE changes little with time. At the same time, the external coolant film pulsation can only cause a small temperature difference, resulting in the solid domain still exhibiting relatively constant thermal conductivity over time. Since the impinging surface temperature and the OCE of the outer surface in the SJF do not change with time, and the difference between the time-accurate distribution and the time-averaged distribution is extremely small, it is reasonable to select the time-averaged data when analyzing the proportion of each cooling effectiveness in the OCE.

3.3 Various kinds of cooling effectiveness and their proportions to OCE

Figure 11 shows the variation trend of area-averaged OCE, internal cooling effectiveness, and adiabatic cooling effectiveness with the blowing ratio. As there are only three blowing ratios in the present work, some subtle trends are not shown. For example, the adiabatic film cooling effectiveness does not increase first and then decrease with the increase of the blowing ratio but has been in a downward trend. Nevertheless, it can still be inferred from Figure 11 that the adiabatic film cooling effectiveness deteriorates the OCE under a high blowing ratio. It is because the OCE and internal cooling effectiveness increase with the increase of the blowing ratio, but when the blowing ratio increases to about 1.6, the value of internal cooling effectiveness exceeds the OCE.

Figure 12 shows the specific values of \( \eta_{\text{imp}} \), \( \eta_{\text{fh}} \), \( \eta_{\text{ex}} \), and OCE \((\eta)\) at three blowing ratios. \( \eta_{\text{imp}} \) accounts for an average of 64.33% of the OCE in the whole blowing ratio range. \( \eta_{\text{fh}} \) becomes larger when the blowing ratio increases and its proportion in the OCE is considerable (an average of 38.02%). \( \eta_{\text{fh}} \) cannot be ignored in the turbine thermal design, especially in the showerhead leading edge of the actual blade. \( \eta_{\text{ex}} \) is positive when \( M = 1.05 \), but from its change trend, the contribution of \( \eta_{\text{ex}} \) to the OCE becomes smaller and negative. The negative effect of \( \eta_{\text{ex}} \) makes the OCE slow down with the increase of the blowing ratio, which means that the mixing of the coolant and mainstream is more intense, resulting in greater mixing loss. Therefore, in the thermal design of the turbine, the shape and installation angle of film holes are emphatically considered to reduce the negative effect of \( \eta_{\text{ex}} \) and obtain higher OCE values.

4 Conclusion

The decoupled model is used to explore the proportion of each cooling effectiveness in the OCE at different blowing
ratios. The conjugate heat transfer model is also calculated as a reference for verification and to provide data such as boundary conditions in the decoupled model. The calculation results of the adiabatic model are used to prove the changing trend of the external film cooling effectiveness in the decoupled model. The results show that the decoupled model adopted in this manuscript is universal. Both the normal jet and film composite cooling structure on the plate in the study of Zhou et al. [7] and the SJF structure on the curved surface in this manuscript have obtained relatively consistent results; therefore, it can be inferred that the decoupled model can be applied to the study of the complicated actual turbine blade leading edge. It is also proposed that the research results of the current study can provide a reference and a technical path for the optimization of geometry parameters such as the number and position of film holes in the future to achieve the optimal OCE of SJF. The specific results are as follows.

1) The decoupled model and conjugate heat transfer model produce similar results, proving that the decoupled model can be applied to the SJF on a curved surface.

2) As a periodic impinging nozzle, the time-accurate temperature on the inner and outer surfaces of the leading-edge model is unchanged. So it is reasonable to analyze the proportion of \( \eta_{\text{imp}}, \eta_{\text{bm}}, \) and \( \eta_{\text{ex}} \) in the OCE by using the time-averaged results.

3) There is an average ratio of 64.33% for \( \eta_{\text{imp}} \) in the three blowing ratios of 1.05, 2.07, and 4.11, and 38.02% for \( \eta_{\text{bm}} \). The ratio of \( \eta_{\text{ex}} \) gradually changes from positive to negative with the increase of the blowing ratio.

4) In the future, the results of the current study can be used to guide the global optimization of geometry parameters such as the number and diameter of film holes or the number of sweep impinging nozzles to change the proportion of each cooling effectiveness and achieve optimal OCE of SJF in actual blade applications.
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