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1. Introduction

The classical proof of equivalence of some a posteriori error estimators with the energy
error requires the saturation assumption [2, 3]: this means, in its simplest form, that the
solution can be approximated asymptotically with quadratic finite elements than with linear
ones. The saturation assumption was shown to be superfluous by Nochetto in [5] for Bank-
Weiser estimators, howeover, removing this assumption requires comparison with residual
estimators. More recently W. Dorfler and R.H. Nochetto [4] have given a sufficient condition
for the validity of the saturation assumption, more precisely, they have proved that “small
data oscillation implies the saturation assumption ”; the technique used in the last paper was
taken from the a posteriori error analysis and comparison with residual estimators. Recently
the author of [1], have given a direct proof of the reliability and efficiency of the hierarchical
estimator without comparison with the residual estimator or the saturation assumption for
conforming and nonconforming approximations.

In this paper, we show that a simple modification of this “assumption” is valid, and the
proof of a posteriori error estimates of several authors is rigorous with this simple modifica-
tion. As an example, we give “elementary” and direct proof of the efficiency and reliability
of the hierarchical a posteriori error estimators.
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2. Modified saturation “assumption”

We consider the following model problem:

{
u ∈ H1

0 (Ω),

−∆u = f in Ω,

where Ω is a bounded polygonal domain in R2 and f ∈ L2(Ω). Let Th be a conforming and
shape regular triangulation by triangular elements, we set

V1 = {vh ∈ H1
0 (Ω); ∀T ∈ Th, vh|T ∈ P1(T )},

V2 = {vh ∈ H1
0 (Ω); ∀T ∈ Th, vh|T ∈ P2(T ) + span{bT}},

where bT is the cubic bubble function, and consider the following problems (k = 1, 2) :





Find uk ∈ Vk

∀vk ∈ Vk;

∫

Ω

∇uk · ∇vkdx =

∫

Ω

fvkdx.

In the sequel, we denote by C the positive generic constant independent of the mesh size
which can change from one line to another.

Theorem 2.1. There exists a constant α ∈ [0, 1[ depending on the minimum angles of
Th so that

|u− u2|1,Ω 6 α|u− u1|1,Ω + C

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2

,

where fT =
1

meas(T )

∫

T

fdx.

Proof. First, we introduce the operator Π0 defined from H1(Ω) onto V2 by : for all
v ∈ H1(Ω), Π0v is the unique element of V2 such that

for all nodes a of Th, Π0v(a) = 0,

for all edges e,

∫

e

(
Π0v − v

)
dσ = 0 ; for all T ∈ Th,

∫

T

(
Π0v − v

)
dx = 0.

Using the Green formula, we have





∀T ∈ Th, ∀wh ∈ P1(T ), ∀v ∈ H1(T ),∫

T

∇wh∇
(
v − Π0v

)
dx =

∫

∂T

∂wh

∂nT

(
v − Π0v

)
dσ = 0,

and by the scaling arguments and the trace theorem it is easy to prove that

∀v ∈ H1(Ω), ∀T ∈ Th,
∣∣Π0v

∣∣
1,T

6 C
(
h−1

T ‖v‖0,T + |v|1,T

)
.
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We now set ek = uk − u, k = 1, 2. We have for all eh ∈ V1 :

|u− u1|21,Ω =

∫

Ω

∇u1∇e1dx−
∫

Ω

fe1dx

=

∫

Ω

∇u1∇(e1 − eh)dx−
∫

Ω

f(e1 − eh)dx

=

∫

Ω

∇u1∇Π0(e1 − eh)dx−
∫

Ω

f(e1 − eh)dx

=

∫

Ω

∇ (u1 − u2)∇Π0 (e1 − eh) dx +

∫

Ω

f
(
Π0 (e1 − eh)− e1 + eh

)
dx

=

∫

Ω

∇ (u1 − u2)∇Π0 (e1 − eh) dx +

∫

Ω

(f − fT )
(
Π0 (e1 − eh)− e1 + eh

)
dx

6 |u1 − u2|1,Ω

∣∣Π0(e1 − eh)
∣∣
1,Ω

+ C

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2 (∣∣Π0(e1 − eh)
∣∣
1,Ω

+ |e1 − eh|1,Ω

)

6 C


|u1 − u2|1,Ω +

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2



×
( ∑

T∈Th

h−2
T ‖e1 − eh‖2

0,T + |e1 − eh|21,T

)1/2

.

Then

|u− u1|21,Ω 6 C


|u1 − u2|1,Ω +

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2



× inf
vh∈V1

( ∑
T∈Th

h−2
T ‖e1 − vh‖2

0,T + |e1 − vh|21,T

)1/2

6 C


|u1 − u2|1,Ω +

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2

 |u− u1|1,Ω ,

we deduce that

|u− u1|1,Ω 6 C|u1 − u2|1,Ω + C

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2

.

Now, using the equality

|u− u1|21,Ω = |u− u2|21,Ω + |u1 − u2|21,Ω,
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and since we can choose C > 1, we obtain

|u− u2|21,Ω 6 (1− C−1)|u− u1|21,Ω + C

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2

= α2|u− u1|21,Ω + C

( ∑
T∈Th

h2
T‖f − fT‖2

0,T

)1/2

.

with α ∈ [0, 1[.

3. Hierarchical a posteriori error estimators

In this section, we are interested in the hierarchical a posteriori error estimator. From the
previous results we have

|u1 − u2|1,Ω 6 |u− u1|1,Ω 6 C



|u1 − u2|1,Ω +

( ∑
T∈Th

h2
T‖f − fT‖2

1,T

)1/2


 .

Since u2 is expensive to compute, following Bank et al [2, 3], we introduce “ hierarchical”
space and solve a discrete problem with smaller dimensions than V2. For this purpose we set

V 0
2 = {vh ∈ V2, so that for all nodes a of Th, vh(a) = 0},

and we introduce the discrete problem





Find u0
2 ∈ V 0

2 ,

∀v0
2 ∈ V 0

2 ;

∫

Ω

∇u0
2∇v0

2dx =

∫

Ω

∇u1∇v0
2dx−

∫

Ω

fv0
2dx.

We have the following theorem.

Theorem 3.1. There exists a constant C0 depending only on the minimum angle of Th

such that

|u0
2|1,Ω 6 |u− u1|1,Ω 6 C0|u0

2|1,Ω + C

( ∑
T∈Th

h2
T‖f − fT‖2

1,T

)1/2

.

Proof. The first inequality is trivial. Let us prove the second one. Arguing as in the
proof of Theorem 2.1, we can assume that

f = fT on T, ∀T ∈ Th,
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Using the same notations as in the proof of the last theorem, we have for all eh ∈ V1 :

|u1 − u2|21,Ω =

∫

Ω

∇u1∇(u1 − u2)−
∫

Ω

f (u1 − u2) dx

=

∫

Ω

∇u1∇Π0(u1 − u2 − eh)−
∫

Ω

f (u1 − u2 − eh) dx

=

∫

Ω

∇u0
2∇Π0(u1 − u2 − eh)−

∫

Ω

f
(
u1 − u2 − eh − Π0(u1 − u2 − eh)

)
dx

=

∫

Ω

∇u0
2∇Π0(u1 − u2 − eh) 6 |u0

2|1,Ω

∣∣Π0(u1 − u2 − eh)
∣∣
1,Ω

,

arguing as above, we obtain
|u1 − u2|1,Ω 6 C|u0

2|1,Ω.

Combining this inequality with

|u− u1|1,Ω 6 C|u1 − u2|1,Ω,

we obtain
|u− u1|1,Ω 6 C|u0

2|1,Ω.

Now, we can introduce a local a posteriori error estimator. To do this, we begin with
some notations. We denote by EI the set of interior edges for all e ∈ EI , by φe – the canonical
continuous piecewise quadratic basis function corresponding to the midpoint of the edge e,
and, finally, by bT the bubble function corresponding to the triangle T of Th is denoted. We
set

∀e ∈ EI , ae =

∫

Ω

∇u1∇φedx−
∫

Ω

fφedx

|φe|21,Ω

,

∀T ∈ Th, cT =

∫

Ω

∇u1∇bT dx−
∫

Ω

fbT dx

|bT |21,Ω

:= − 1

|bT |21,Ω

∫

T

fbT dx

and

ε =
∑
e∈EI

aeφe +
∑
T∈Th

cT bT ∈ V 0
2 .

We introduce the bilinear form d(., .) defined on (V 0
2 )2 by

∀(v, w) ∈ (V 0
2 )2; v =

∑
e∈EI

veφe +
∑
T∈Th

vT bT , w =
∑
e∈EI

weφe +
∑
T∈Th

wT bT ,

d(v, w) :=
∑
e∈EI

vewe|φe|21,Ω +
∑
T∈Th

vT wT |bT |21,Ω.
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It is clear that

∀v0
2 ∈ V 0

2 ; d(ε, v0
2) =

∫

Ω

∇u1∇v0
2dx−

∫

Ω

fv0
2dx =

∫

Ω

∇u0
2∇v0

2dx.

We have the following theorem.

Theorem 3.2. There exist constants C0 and C1 depending only on the minimum angle
of Th so that

|u− u1|1,Ω 6 C0|ε|1,Ω + C

( ∑
T∈Th

h2
T‖f − fT‖2

1,T

)1/2

,

and
∀T ∈ Th, |ε|1,T 6 C1|u− u1|1,∆(T ),

where ∆(T ) is the set of elements sharing an edge with T .

Proof. First, using the definition and scaling arguments we have

|u0
2|21,Ω =

∫

Ω

∇u1∇u0
2dx−

∫

Ω

fu0
2dx = d(ε, u0

2) 6 C|u0
2|1,Ω|ε|1,Ω.

Therefore, using Theorem 3.1, we have

|u− u1|1,Ω 6 C0|ε|1,Ω + C

( ∑
T∈Th

h2
T‖f − fT‖2

1,T

)1/2

.

As for the lower bound of the error, let T ∈ Th, for each edge e ∈ EI of T , since |φe|1,Ω > C
and supp(φe) ⊂ ∆(T ), we have

|ae| 6 C|u− u1|1,∆(T ).

Likewise, using the same arguments, we also have

|cT | 6 C|u− u1|1,∆(T ).

Using the last inequalities and the regularity of the mesh, we obtain

|ε|1,T 6
∑

e∈∂T

|ae||φe|1,Ω + |cT ||bT |1,Ω 6 C|u− u1|1,∆(T ).
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