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Abstract — In this paper we investigate the behaviour of the numerical solution of the Liouville — Master Equation (LME) for time dependent distributions, that arises by the statistical characterisation of a class of piecewise deterministic stochastic processes (PDP). This is a system of linear hyperbolic PDEs with non-constant coefficients. The numerical solution is found by means of upwind and forward Euler scheme. We find a Courant — Friedrichs — Lewy condition ensuring both convergence and monotonicity of the numerical solution. In particular, the global error is shown to be bounded by a linear increasing in the integration time, under an appropriate norm. Some numerical tests for known analytical solutions of practical problems verify the theoretical findings.
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1. Introduction

We deal with the following system of first order hyperbolic partial differential equations:

$$\partial_t F_l(x,t) + A_l(x) \partial_x F_l(x,t) = \sum_{s=1}^S Q_{ls} F_s(x,t),$$

(1.1)

for the unknown functions $F_l(x,t)$, with the Cauchy initial conditions:

$$F_l(x,0) = F_{0l}(x) = \int_{-\infty}^x p_{0l}(x') \, dx'$$

(1.2)

given for each $l = \{1, \ldots, S\}$ of the system, and $\sum_{l=1}^S Q_{ls} = 0$.

Equation (1.1) represents the Liouville-Master Equation for a piecewise deterministic process (PDP) with Poisson statistics of the transition events. PDPs were introduced by Davis [8] as a wide class of stochastic processes that involves deterministic motion punctuated by random switches of the motion. Here we study a restricted case on the line of Ref. [22], i.e. a first order differential equation driven by the Markov process. For PDPs that are associated with Eq. (1.1), we give the following:
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Definition 1.1. We say that \( X(t) : [t_0, \infty] \to \Omega \) is a continuous PDP if:

(a) \( X(t) \) is the solution of:
\[
\frac{dX(t)}{dt} = A_l(X),
\]
where \( A_l : \Omega \to \mathbb{R} \) is a function chosen randomly from a set of \( \{A_1, \ldots, A_S\} \) known functions.

Given \( A_l \), we say that the dynamics is in the state \( l \). We require that \( A_l(x) \) be Lipschitz continuous, so that for fixed \( l \), \( X(t) \) exists, is unique and non-explosive solution.

(b) The initial condition is settled by the Cauchy problem to Eq. (1.3), i.e. \( X(t_0) = X_0 \), and by the initial state of the process.

(c) Each state is characterised by a Poisson statistics of the switching times:
\[
\mu_l e^{-\mu_l \tau}
\]
where \( \tau \) is the time between two switches, and \( \mu_l \in \{\mu_1, \ldots, \mu_S\} \).

(d) If the process is in the state \( j(A_j) \), when a switching time occurs, the state can switch to the state \( i(A_i) \) according to the transition probability matrix (or stochastic matrix):
\[
\{q_{ij}\}
\]
having the following fundamental [14] properties: \( 0 \leq q_{ij} \leq 1 \), for each \( i, j \in 1, \ldots, S \), and \( \sum_{j=1}^{S} q_{ij} = 1 \), for each \( j \in 1, \ldots, S \).

Assumptions (a), (c) and (d) define the three local characteristics of the PDP [8]. We can easily visualise the process \( X(t) \) as a sequence of solutions of Eq. (1.3), where the end point of each is just the initial condition for the next one. Hence this process is continuous, because at switching times only the first derivative of \( X(t) \) is involved. Assumption (c) makes the process be Markovian, since the exponential statistics, regarded as generated by an infinitesimal time process, corresponds to a constant switching rate, namely it has no memory\(^1\) of the time past since the last switch. The unknown functions \( F_l(x, t) \) for Eq. (1.1) represent the distribution functions associated to the process \( X(t) \): \( F_l(x, t) := \mathbb{P}\{X(t) \leq x, \text{state} = l\} \), i.e. the probability of finding the process under the value \( x \) and in the state \( l \). \( \mathbb{P} \) is a probability measure of an abstract probability space that for our purposes does not need to be specified. The matrix \( Q_{ls} \) is related to \( q_{ls} \) by: \( Q_{ls} = (q_{ls} - \delta_{ls})\mu_s \), where \( \delta_{ls} \) is the Kronecker’s symbol.

Eq. (1.1) is written for \( F_l(x, t) \) rather than the densities \( p_l(x, t) \), but, for an absolute continuous measure, it is:
\[
F_l(x, t) = \int_{-\infty}^{x} p_l(x', t)dx'.
\]
We remind that \( p_l(x, t) \geq 0 \), so that \( F_l(x, t) \) is non-decreasing in \( x \).

Our aim is to find solutions \( F_1(x, t), \ldots, F_S(x, t) \) of Eq. (1.1), starting from Cauchy (1.2), and then the total distribution function:
\[
\mathcal{F}(x, t) := \sum_{l=1}^{S} F_l(x, t),
\]
representing the distribution of the process at time \( t \), regardless of the states of it. We note that the conservation of probability measure requires that the conditions \( \lim_{x \to -\infty} \mathcal{F}(x, t) = 1 \) and \( \lim_{x \to +\infty} \mathcal{F}(x, t) = 0 \) have to be satisfied.

The general class of PDP has application in operation research, but, although not presented in such that formulation, we found also application to science and engineering in:
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anomalous diffusion [3], reaction-diffusion [15], scattering of radiation [17], biological dispersal [11, 26], non-Maxwellian equilibrium [1, 5, 13, 20, 33], diagnostic technique for semiconductor lasers [18], filtered telegraph signal [18, 27], harmonic oscillators [21]. The statistical properties for processes like these, can be described by using, for example, the characteristic functional method [4, 5], the Monte Carlo simulation, various spectral representations (Fourier, Laplace, generating functions, characteristic function [18, 23]), direct probabilistic methods [10, 11], or the associated probability density distributions $p_{1,2}(x,t)$ that are governed by a Chapman — Kolmogorov equation.

For example, let $X(t)$ be a dissipative process subject to a noised input $\xi(t)$, described by the equation:

$$
\frac{dX}{dt} = -\gamma X(t) + W \xi(t).
$$

(1.7)

Here $\xi(t)$ represents a dichotomic noise (or random telegraph signal [17, 27]), that takes on values $\pm 1$, with Poisson statistics $\mu e^{-\mu t}$. The solution of Eq. (1.7) is composed of pieces of increasing and decreasing exponentials (i.e. deterministic functions), but the whole process $X(t)$ is not deterministic, it represents a random sample path in a probability space. The density probability distribution satisfies a Liouville — Master Equation\(^1\) of the following form [1, 18, 35]:

$$
\begin{align*}
\partial_t p_1 - (x-1)\partial_x p_1 &= (1-\mu)p_1 + \mu p_2 \\
\partial_t p_2 - (x+1)\partial_x p_2 &= \mu p_1 + (1-\mu)p_2,
\end{align*}
$$

(1.8)

when $\gamma = W = 1$.

We note that if in Eq. (1.3) and (1.1), $A_1(x) = -x+1$, $A_2(x) = -x-1$, and $\mu_1 = \mu_2 = \mu$, $q_{ls} = 1$ for $l \neq s$ and $q_{ls} = 0$ for $l = s$, then Eq. (1.7) and its associated Liouville-Master Equation (1.8) are recovered. This shows an alternative way of thinking a dynamics subject to dichotomous noise, as a case of piecewise deterministic process.

In literature, most of the numerical treatment for hyperbolic systems is developed for conservation laws of the form:

$$
u_t + f(u)_x = 0.
$$

We mention upwind, Godunov, TVD and WENO as examples of well known schemes that preserve conservation and monotonicity of the solution [16, 30, 34]. However, the way of how to discretize the transport operator is still an open issue [31]. Sometimes a coupling or source term between the conservation equations is included [6, 19], then classical numerical schemes can be applied after some appropriate modifications, because important features, such as stability and monotonicity (e.g., see [6]), can be destroyed by the presence of these terms. On the other hand, some transport phenomena can be described by a non-conservative hyperbolic system, e.g. the advection with non-constant velocity field: $u_t + a(x,t)u_x = 0$ or the quasi-linear system $u_t + f(u)u_x = 0$, for which extensions of conservative schemes can be performed, as shown in the recent paper [25].

The present equations of system (1.1) are written in non-conservative (advective) form with a linear coupling (balance) between the unknown $F_s(x,t)$. The solutions of system (1.1) are positive and monotonically non-decreasing, and it is essential that the same properties be valid for the approximated solutions. Here we use a first order upwind method with an explicit Euler scheme for the time stepping, i.e., the Courant — Isaacson — Rees
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scheme. This is well known and quite robust for advection, but we want to investigate the influence of the coupling on the numerical solution. Monotonicity is guaranteed, while a CFL-like condition ensure stability. The estimate of the global error that is norm dependent is also important, and its appropriate choice of it can refine the estimate. Thanks to some equilibrium solutions for dichotomous processes, known in analytical closed form, we can validate the theoretical results, also for less regular solutions. Moreover, we have found the expression of the equilibrium solution for a relaxation process with many states, as Legendre polynomials series, useful for validating the findings for systems larger than two. Finally, we note that from the results of this paper we can know the distribution functions out of equilibrium for this important class of processes, which is a rare case.

In the next section we give some preliminaries concerning the range of study of the solutions and establish the discretization technique used. Sections 3 and 4 are devoted to the investigation of the convergence and monotonicity of the numerical solution of Eq. (1.1). In Sections 5 we give the test results for convergence of the numerical solution as applied to practical models. Appendix gives the equilibrium conditions for the process and the analytical equilibrium solution for a relaxation process with many states.

2. Preliminaries

2.1. Preliminary considerations on the equilibrium solution. This system of equations is linear hyperbolic, with non-constant coefficients. We will focus our attention on solutions \( \mathcal{F}(x, t) \) having an equilibrium on a finite segment \( \Omega = [a, b] \) of the real axis. Conditions for existence of the equilibrium solution can be conjectured by using simple dynamical considerations [23]. If all dynamical equations (1.3) own only attraction points and all of these are contained at the intersection of the basin of attraction of each, then a process starting from this region will never escape. Whence, there should exist a closed subset \( \Omega \) of the real axis where the process is confined and a stationary distribution \( \mathcal{F}_{\text{eq}}(x) = \lim_{t \to \infty} \mathcal{F}(x, t) \) exists. Appendix A gives the condition for the functions \( A_l(x) \) related to this requirement.

2.2. The discrete equation. Due to its hyperbolic nature, we apply the upwind scheme jointly with forward Euler time stepping [16, 24, 30] to numerically solve Eq. (1.1). In the domain \( (\Omega \times [0, T]) \) we introduce a uniform mesh:

\[
(x_k, t_i) \quad \begin{cases} 
  k = 0, \ldots, N_k, \\
  i = 0, \ldots, N, \\
  N = T / \Delta t,
\end{cases}
\]

(2.1)

with steps \( \Delta x = x_{k+1} - x_k \) and \( \Delta t = t_{n+1} - t_n \), so that the functions \( A_l(x) \) are written as \( l^tA_k = A_l(x_k) \), and the discrete solution as \( l^tF_{k}^i \approx F_l(x_k, t_i) \). The upwind scheme takes the discrete derivative \( x \)-direction according to the sign of \( A_l(x) \), so that we obtain the following finite difference scheme for \( l^tF_{k}^i \):

\[
l^{t}F_{k}^{i+1} = l^{t}F_{k}^{i} + \Delta t \left( - l^tA_k \frac{ l^tF_{k}^{i+\nu} - l^tF_{k}^{i+\nu-1}}{\Delta x} + \sum_s Q_{ls} s^tF_{k}^{i} \right),
\]

(2.2)

where

\[
\nu = \begin{cases} 
  1, & \text{if } l^tA_k < 0, \\
  0, & \text{if } l^tA_k > 0.
\end{cases}
\]
This is a first order explicit scheme, where the solutions \( l F^i_n \), at the time step \( n \), are calculated starting from the Cauchy initial conditions \( l F^i_0 = F_{id}(x_k) \). The total distribution function, approximating (1.6), is:

\[
\mathcal{F}_k^i := \sum_l l F^i_k.
\]  

(2.3)

The conditions for the convergence of Eq. (2.2) can be obtained by following a classical analysis, i.e. requiring that the time step advancing operator, of the numerical scheme, be not much greater than 1 \([16,24,30]\), so that the global error can be bounded by some constant. If \( Q = 0 \), it is known that the numerical scheme (2.2) is stable when \( (\max |A|\Delta t) < \Delta x \) is fulfilled (CFL). If \( Q \neq 0 \), for a generic operator, the global error is bounded by an exponential increase in the time. However this estimate depends on the norm, that can be refined by an opportune choice. All these facts are well known for a scalar PDE \([16]\), and have to be extended to our system.

Equation (2.2) can be rewritten as a matrix by vector product: \( v^{i+1} = B v^i \), where \( v^i = (\ldots l F^i_k, \ldots, l F^i_k, \ldots) \) is the vector of numerical solutions \( l F^i_k \), having queued the state components to a single vector, and \( B \) is the advancing operator, i.e. a \( SN_x \times SN_x \) matrix. This matrix reads as: \( B = (I - (\Delta t/\Delta x)U + \Delta t \tilde{Q}) \). \( \tilde{Q} \) is a block matrix, where each block is diagonal \( Q_{ls} I \) of order \( N_x \), and \( U \) is block diagonal, with blocks \( U \) of tri-diagonal form due to upwinding:

\[
U_{k,k} = -|A_k|, \quad U_{k,k+1} = \max(-|A_k|, 0), \quad U_{k,k-1} = \max(|A_k|, 0).
\]

Usually we have \( \|B\| < 1 + h \) with \( h > 0 \), for 1 and \( \infty \) norms, so that from this analysis, the global error is bounded only by an exponential increase in the time \( e^{hN} \). This is enough to ensure convergence for a finite time interval of integration, nevertheless a better estimate of the global error would be valuable, because, as mentioned in the former subsection, we are interested in finding a stationary solution that could be reached after long time. For this reason we calculate the errors as in the next section.

### 2.3. Global errors and convergence.

The global pointwise error is defined as the difference between the exact and the approximated solution:

\[
\ell^i_k := F_i(x_k, t_i) - l F^i_k.
\]  

(2.4)

In order to establish convergence, we define the following norms:

\[
l E^i := \| \ell^i \|_\infty = \max_k |\ell^i_k|,
\]

(2.5)

\[
\|E^i\|_1 := \|\ell^i\|_{\infty,1} = \sum_{i=1}^S l E^i.
\]  

(2.6)

The \( \infty \)-norm is used for the space index, while the 1-norm is a natural choice for the discrete states.

We define the global pointwise error, for the total distribution, as:

\[
\hat{E}^i := \max_k |\mathcal{F}(x_k, t_i) - \mathcal{F}_k^i|,
\]  

(2.7)

which is related to (2.6) by

\[
\hat{E}^i \leq \max_k \sum_l |l F_i(x_k, t_i) - l F^i_k| \leq \|E^i\|_1.
\]
2.4. Local truncation error. The local truncation error \( \| \mathbf{E}_k^i \| \) is defined, as usual, by substituting the exact solution \( F_i(x_k, t_i) \) at mesh grid points into the numerical scheme (2.2)

\[
\| \mathbf{E}_k^i \| := \frac{F_i(x_k, t_i + \Delta t) - F_i(x_k, t_i)}{\Delta t} + A_i(x_k) \left( \frac{F_i(x_k + \nu \Delta x, t_i) - F_i(x_k + (\nu - 1)\Delta x, t_i)}{\Delta x} \right) - \sum_s Q_{ls} F_s(x_k, t_i),
\]

and evaluating it by using the Taylor expansion

\[
\| \mathbf{E}_k^i \| = \frac{\Delta x}{2} \left( \alpha \partial_x^2 F_i(x_k, \xi_k) - |A_i(x_k)| \partial_x^2 F_i(\eta, t_i) \right),
\]

where \( \alpha := \Delta t/\Delta x \), and \( \xi_k \) and \( \eta \) are unknown points. As for the global error, we use the \( \infty \)-norm for the spatial variable:

\[
\| \mathbf{E}_i \| := \| \mathbf{E}_i \|_\infty = \max_k \| \mathbf{E}_k^i \|,
\]

and the discrete \( L^1 \) norm for the states

\[
\| \mathbf{E}_i \|_1 := \| \mathbf{E}_i \|_{\infty,1} = \sum_{l=1}^S \| \mathbf{E}_l^i \|.
\]

3. Convergence analysis

Here we prove convergence of \( \mathbf{F}_k^n \) to \( F_i(x_k, t_n) \) starting from the global error with the norm defined by (2.7). It shows a linear rather than exponential increase in the time. This remarkable property is a direct consequence of the stochastic transition matrix (1.5).

**Theorem 3.1.** Let \( F_i(x, t) \in C^{2,2}(\Omega \times [0, T]) \) be a solution of Eq. (1.1) with \( |A_i(x)| \leq M \) and the Cauchy conditions (1.2) for \( x \in \Omega \) and \( l \in \{1, \ldots, S\} \), where \( \Omega \) is a closed set of the real axis. Fix the uniform mesh (2.1) on \( (\Omega \times [0, T]) \), of step-size \( \Delta x \) and \( \Delta t \), if:

\[
\Delta t < \left( M/\Delta x + \max_l |Q_{ll}| \right)^{-1},
\]

then the global error \( \mathbf{E}_n \) (2.7), associated with the numerical solution \( \mathbf{F}_k^n \) (2.3), resulting from the numerical scheme (2.2) and computed at the time step \( n = T/\Delta t \), is bounded by \( \| \mathbf{E}_n \|_1 \leq \| \mathbf{E}_0 \|_1 + \mathbf{E} \Delta t \). Provided that the maximum local truncation error \( \| \mathbf{E}_i \| \) is \( O(\Delta x) \) for any \( (x, t) \in \Omega \times [0, T] \), \( \mathbf{F}_k^n \) converges to \( F_i(x_k, t_n) \) as \( \Delta x \to 0 \) for \( (x, t) \in \Omega \times [0, T] \).

**Proof.** We search for the convergence of the numerical method by studying the global pointwise error (2.4) associated to (2.2):

\[
\| \mathbf{E}_k^i \| = \| \mathbf{E}_k^i \|_{\infty} = \max_l \| \mathbf{E}_l^i \|,
\]

where \( \| \mathbf{E}_l^i \| \) is the local truncation error (2.9). Taking the modulus and using the triangle inequality gives

\[
| \mathbf{E}_l^i | \leq \left( |1 - \alpha |A_k| + \Delta t |Q_l| + \alpha |A_k| \right) \| \mathbf{E}_i \| + \Delta t \sum_s Q_{ls} \| \mathbf{E}_s \| + \| \mathbf{E}_l^i \| \Delta t.
\]
By virtue of the condition (3.1), the first modulus on the right side is positive
\[ 1 - \alpha |A_k| + \Delta t Q_{il} \geq 0 \quad \forall l, k, \] (3.4)
then we get
\[ |l_{k+1}^i| \leq (1 + \Delta t Q_{il}) \left| l^i \right| + \Delta t \sum_{s \neq l} Q_{ls} \left| l^i \right| + l^i \varepsilon^i \Delta t. \] (3.5)
This inequality is valid for all mesh points \( x_k \) and the r.h.s does not depend on \( k \), then we can write
\[ t^i E^{i+1} \leq \sum_s (I + \Delta t Q)_{ls} t^i E^i + l^i \varepsilon^i \Delta t. \] (3.6)
Taking the sum over all states \( l \), we obtain the inequality written for the discrete \( L^1 \) norm on the states
\[ \| E^{i+1} \|_1 \leq \| (I + \Delta t Q) \|_1 \| E^i \|_1 + \| \varepsilon^i \|_1 \Delta t. \] (3.7)
The matrix \( I + \Delta t Q \) gives us information about the convergence of the numerical method (2.2). Since \((I + \Delta t Q)_{ll} \geq 0\), because of (3.4) and \( Q_{ls} = q_{ls} \mu_s \geq 0 \) for \( l \neq s \), we have
\[ \| (I + \Delta t Q) \|_1 = \max_s \sum_l |\delta_{ls} + \Delta t (q_{ls} - \delta_{ls}) \mu_s| = \max_s \left( \sum_l \delta_{ls} (1 - \Delta t \mu_s) + \Delta t \mu_s \sum_l q_{ls} \right) = 1, \] (3.8)
from the fundamental property (1.5) of the stochastic transition matrix \( q_{ls} \). By iterating (3.8), the error of the numerical method at the time step \( n \) is bounded by
\[ \| E^n \|_1 \leq \| E^0 \|_1 + n \Delta t \varepsilon, \]
provided that the maximum local truncation error \( \varepsilon = \max_i \| \varepsilon^i \|_1 \) is \( \mathcal{O}(\Delta x) \) for any \( (x, t) \in (\Omega \times [0, T]) \).

**3.1. Smearing.** In Theorem 3.1 we have restricted our analysis to solutions having both a second spatial and a temporal derivative, but in general local discontinuities can be considered because the upwind method tends to regularise the solution. This is explained in terms of modified equation [30,31] modelling the numerical method. If in Eq. (1.1) we consider also the local truncation error (2.9), we get
\[ \partial_t w + A(x) \partial_x w - Qw + \frac{\Delta t}{2} \partial_t^2 w - \frac{|A(x)| \Delta x}{2} \partial_x^2 w \simeq 0, \] (3.9)
having omitted the indexes. Taking the derivatives \( \partial_t \) and \( \partial_x \) of Eq. (3.9)
\[ \partial_t^2 w + A(x) \partial_x w - Q \partial_t w + \mathcal{O}(\Delta t^2) + \mathcal{O}(\Delta x^2) = 0 \]
and
\[ \partial_x w + A'(x) \partial_x w + A(x) \partial_x^2 w - Q \partial_x w + \mathcal{O}(\Delta t^2) + \mathcal{O}(\Delta x^2) = 0. \]
Merging these two equations and cancelling \( \partial_x w \)
\[ \partial_t^2 w = A(x) (A'(x) - Q) \partial_x w + A^2(x) \partial_x^2 w + Q \partial_t w + \mathcal{O}(\Delta t^2) + \mathcal{O}(\Delta x^2), \]
then inserting it into Eq. (3.9), gives us
\[ \left( I + \frac{\alpha \Delta x}{2} Q \right) \partial_t w + A(x) \left[ I + \frac{\alpha \Delta x}{2} (\partial_x A - Q) \right] \partial_x w - Qw = \frac{\Delta x}{2} (|A(x)| - \alpha A^2(x)) \partial_x^2 w, \] (3.10)
referred to as the modified equation. When $\Delta x \to 0$, Eq. (1.1) is recovered. If $\Delta x$ is small enough, the matrix coefficient in front of $\partial_t$ is almost an identity, and when the CFL (3.1) condition is satisfied, the coefficients of $\partial_x w$ are always non-negative, so that the solutions have a diffusive (viscous) character of a parabolic equations. The discrete scheme (2.2) appears to be a second order scheme with respect to Eq. (3.10), therefore the numerical solution $t^iF^i_k$ gives a better approximation to this modified equation than Eq. (1.1), which explains the viscous behavior.

4. Nondecreasing property

The solutions of Eq. (1.1) are nondecreasing functions in $x$. It is desirable that the numerical solutions $t^iF^i_k$ have the same property or equivalently, that the discrete density probability distributions defined as

$$t^iF^i_k := (t^iF^i_k - t^iF^i_{k-1})/\Delta x \quad (4.1)$$

will never become negative for all $k$ and $i > 0$.

Positivity conditions are well known for conservation laws, now we test them for system (2.2) in the presence of the operator $Q$. The proof will be given for semi-discrete system, since general positivity theorems are known [16].

**Theorem 4.1** (Monotonicity). Let $t^iF^i_k$ be the numerical solution obtained with the use of the numerical scheme (2.2), and $t^iF^i_k - t^iF^i_{k-1} \geq 0$. If the CFL condition (3.1) is satisfied, then $t^iF^i_k - t^iF^i_{k-1} \geq 0 \ \forall i > 0, \forall l, \forall k$.

**Proof.** By subtracting the solution at mesh points $k$ and $k+1$ we find:

$$t^iF^i_{k+1} - t^iF^i_{k-1} = t^iF^i_k - t^iF^i_{k-1} + \Delta t \left( -\frac{t^iA_k}{\Delta x} t^iF^i_{k+\nu} + \frac{t^iA_k}{\Delta x} t^iF^i_{k+\nu-1} + \frac{t^iA_{k-1}}{\Delta x} t^iF^i_{k+\nu-1} - \frac{t^iA_{k-1}}{\Delta x} t^iF^i_{k+\nu-2} \right) + \sum_s Q_{ls} \left( s^iF^i_k - s^iF^i_{k-1} \right). \quad (4.2)$$

Let $\Delta x t^iF^i_k = t^iF^i_k - t^iF^i_{k-1}$, then

$$t^iF^i_k = t^iF^i_k + \Delta t \left( \frac{t^iA_{k+\nu-1}}{\Delta x} t^iF^i_{k+2\nu-1} + \sum_s Q_{ls} - \frac{t^iA_{k-\nu}}{\Delta x} s^i_{ls} \right) t^iF^i_k. \quad (4.3)$$

It is convenient to rewrite this equation as a semi-discrete scheme for $t^iF^i_k(t)$:

$$\frac{d}{dt} t^iF^i_k(t) = \frac{t^iA_{k+\nu-1}}{\Delta x} t^iF^i_{k+2\nu-1}(t) + \sum_s Q_{ls} - \frac{t^iA_{k-\nu}}{\Delta x} s^i_{ls} t^iF^i_k(t) \quad (4.4)$$

and observe that $Q_{ls} \geq 0$ when $l \neq s$, so that Eq. (4.4) is positive and $t^iF^i_k(t) \geq 0$. When time integration is performed by the forward Euler method, positivity is maintained by the condition [16]

$$\max_{l,k} \left( \frac{|t^iA_{k-\nu}|}{\Delta x - Q_{ll}} \right) \Delta t \leq 1.$$
5. Numerical tests

We have performed some numerical tests for Eq. (2.2) for a choice of $A_l(x)$ such that the analytical equilibrium solution $F_{eq}(x) = \lim_{t \to \infty} F(x,t)$ is known. Uniqueness can be guaranteed if the stochastic matrix $\{q_{ij}\}$ is irreducible. In this way we can test the numerical error (2.4) at least at equilibrium. We start from the Cauchy condition $H(x)/S$, where $H(x)$ is the Heavyside function (Riemann problem). Such that the choice corresponds to the putting of a particle at the origin in a randomly chosen state with a uniform distribution. Afterwards we integrate until equilibrium is reached. The discontinuous initial condition does not fulfill the hypothesis for convergence, but, as above mentioned, it is subject to smearing that tends to regularize discontinuities (see the third picture of Fig. 5.5). We note that the same equilibrium can be obtained with any initial conditions.

5.1. Linear filtering of dichotomic Markov noise. The linear filtering of dichotomic Markov noise is a well-known subject in the literature [22, 28, 35], we have:

$$A_1(x) = -\gamma x + W,$$
$$A_2(x) = -\gamma x - W,$$

with the transition matrix $\{q_{ij}\}$ given in the example in Introduction, and $\mu_l = \lambda, (l = 1, 2)$ as a parameter of the Poisson statistics. The equilibrium distribution function for Eq. (1.1) is

$$F_{eq}(x) = \frac{1}{2} + \frac{\Gamma(b + 1/2)}{\Gamma(b)} z\sqrt{2F_1(1/2, 1 - b, 3/2, z^2)}$$ (5.1)

where $b = \lambda/(2\gamma)$, $z = x\gamma/W, |z| \leq 1$, whose density reads as:

$$p_{eq}(z) = \frac{\gamma}{W\sqrt{\pi}} \frac{\Gamma(b + 1/2)}{\Gamma(b)} (1 - z^2)^{b-1}.$$ (5.2)

We solve the Cauchy problem $F_0(x) = H(x)/2$ for the evolution equation (1.1) by using the discrete method (2.2) until a time step $N = T/\Delta t$, when we experience the equilibrium, is reached. The definition domain of the equilibrium distribution is $\Omega = [-W/\gamma, W/\gamma]$. Some time dependent numerical plots can be found in [1].

Figure 5.1 shows the global pointwise error (2.7) as a function of $x_k$ plotted for the mesh spatial size $N_x = 81, 161, 641$. The parameters are $\gamma = 0.001$ and $\lambda = 0.02$. The convergence is verifies as $N_x$ increases. The inset shows the equilibrium density (5.2). Figure 5.2 gives the same error computed for the parameters $\gamma = 0.05$ and $\lambda = 0.02$ and $W = 1$. In this case $\hat{E}_k$ decreases as $N_x$ increases, with the exception of the boundary of the interval.

Fig. 5.1. Global pointwise error for the linear filtering of two-state Markov noise ($\gamma = 0.001, \lambda = 0.02$)
In Fig. 5.3 the global pointwise error is plotted as a function of the size of the spatial mesh. When $\gamma = 10^{-3}$, the convergence is linear as predicted by the theory, but for $\gamma = 0.05$ convergence is less than linear. This is due to the singularities at the boundary of the domain. If we consider the central fraction 0.9 of the domain, we recover the linear behaviour (see $\gamma = 0.05, 90\%$).

![Graph showing the global pointwise error as a function of the size of the spatial mesh.](image)

**Fig. 5.2.** Global pointwise error for the linear filtering of two-state Markov noise ($\gamma = 0.05, \lambda = 0.02$)

![Graph showing the global pointwise error for two-state Markov noise versus the mesh size.](image)

**Fig. 5.3.** Global pointwise error for the linear filtering of two-state Markov noise versus the mesh size

5.2. Linear filtering of four-state Markov noise. A more complex case is the system of a fluctuation-dissipation process having four relaxation states: $A_l(x) = -\gamma_l x + W_l$ with $l = \{1, 2, 3, 4\}$. This model is solved for the initial condition $F_{0s}(x) = H(x)/4$, up to time $T$. The equilibrium domain is given by

$$x \in \Omega \equiv \left[ \min_s \left\{ \frac{W_s}{\gamma_s} \right\}; \max_s \left\{ \frac{W_s}{\gamma_s} \right\} \right].$$
Figure 5.4 shows the total density distribution function $p(x_k, T)$ when the temporal step $\Delta t$ matches (left) or does not match (right) the CFL condition. The parameters are: $\mu_s = 4$, $q_{ls} = 0.25$, $\gamma_s = 10^{-3}$, $W_1 = 1, W_2 = -1, W_3 = 2, W_4 = -2$. By using $\Delta x = 4.004$, we get from the CFL condition of Eq. (3.1) that $\Delta t < \Delta t_{\text{max}} = 0.250063$. On the left side of Fig. 5.4, we used $\Delta t = 0.225056 < \Delta t_{\text{max}}$ and $T = 545.5$. On the right side $\Delta t = 0.5 > \Delta t_{\text{max}}$ and the solution is not convergent.

In Fig. 5.5 we plot the total probability $p(x_k, t_i)$ for fixed times to see how the density distribution evolves. For these plots $\mu_j = 0.2$, $\gamma_j = 0.1$, the other parameters are same as is the previous test. In the same figure we see, only for a qualitative comparison, the histograms obtained by the Monte Carlo simulation ($2 \cdot 10^4$ samples) of the dynamical equations (1.3), (1.4) and (1.5).

Equilibrium solution. For this problem a reference analytical solution in closed form, such as (5.2) is not available, but we can get it by the Legendre polynomial expansion $F_l(x) = \sum_n c_n^l P_n(x)$ (see Appendix B). The coefficients $c_n^l$ are calculated numerically by solving Eqs. (B.1, B.5), with MATLAB. Figure 5.6 shows the global pointwise error as a function of $x$ versus the mesh size $N_x$. In Fig. 5.7 the maximum error $\hat{E}$ is plotted versus $N_x$, which shows that the linear convergence is confirmed.

5.3. Nonlinear filtering of Markov dichotomous noise. The nonlinear filtering was investigated in [28]; here the driving functions are $A_1(x) = -\beta(\sin(x) - 1)$ and $A_2(x) = -\beta(\sin(x) + 1)$, the transition matrix $q_{ij}$ is the same as in Section 5 and the Poisson transition rate is $\lambda$ for both states. For this problem the equilibrium probability density is

$$p_{eq}(x) = \frac{\sec(x)^2}{2K_1(2\alpha)} e^{-2\alpha \sec(x)}, \quad |x| \leq \frac{\pi}{2}, \quad \alpha = \frac{\lambda}{\beta},$$

(5.3)

where $K_1$ is a modified Bessel function of the second kind.

Figure 5.8 shows the global pointwise error (2.7) with $\alpha = 0.1$ for mesh sizes $N_x = 81, 161, 641$. We see that when $N_x$ increases the error decreases. Similar results for $\alpha = 0.5$ and $\alpha = 4$ are illustrated in Figs. 5.9 and 5.10.
Fig. 5.5. Six snapshots of the temporal evolution of the density probability distribution function $p(x,t)$ for the linear filtering of the four-state noise. $S = 4$, $\Delta t = 0.009$, $\Delta x = 0.04004$, $\mu_j = 0.2$, $\gamma_j = 0.1$. From top left to bottom right: $t = \{0, 4, 8, 12, 16, 20\}$. Histograms from Monte Carlo’s simulation are shown by dashed lines.
Fig. 5.6. Global pointwise error (2.7) for the four-state noise

Fig. 5.7. Global error versus the mesh size for the four-state noise

Fig. 5.8. Global pointwise error for the nonlinear filtering, with $\alpha = 0.1$
Fig. 5.9. Global pointwise error for the nonlinear filtering, with $\alpha = 0.5$.

Fig. 5.10. Global pointwise error for the nonlinear filtering, with $\alpha = 4$.

Fig. 5.11. Global pointwise maximum error versus the number of grid points for the nonlinear filter, with $\alpha = 0.1, 0.5, 4.0$. 
6. Summary and conclusions

In this paper we have investigated the numerical solution of the Liouville — Master Equation in the form of non-conservative system of hyperbolic equations with balance, for a class of Piecewise Deterministic stochastic processes, obtained by the application of the upwind and explicit Euler scheme. We have shown that the coupling term, originated from a stochastic matrix, does not affect the main features of the scheme, i.e., a CFL-like condition ensures both convergence (Th. 3.1) and monotonicity (Th. 4.1) of the numerical solution. Moreover, by virtue of the same term jointly with an appropriate norm, we have shown that the global error is bounded by the linear increase with time. As a secondary result, a Legendre series of the equilibrium solution has been found for the case of linear filtering with many states. Some numerical tests have confirmed the theoretical findings.

A. Boundary values for the equilibrium solution

We consider the equilibrium equation for the distribution function of a Markovian PDP, that comes from Eq. (1.1):

\[ A_l(x)\partial_x F_l(x) = \sum_{s=1}^S Q_{ls} F_s(x). \]  \hspace{1cm} (A.1)

It easy to find a condition for the domain such that the probability densities are vanishing.

**Remark A.1.** For the regions \( x \in \bar{\Omega} \) where all \( A_l(x) < 0 \) or \( A_l(x) > 0 \ \forall \ l \), the densities \( F_l(x) \) are vanishing.

In fact, the property \( \sum_l Q_{ls} = 0 \) implies that \( \sum_l A_l(x)F_l'(x) = 0 \).

Now, let \( \Omega \equiv [a, b] \) be a domain for which \( F_l'(x) > 0 \); the following boundary value problem have to be satisfied:

\[ F_l(b) = f_l, \]  \hspace{1cm} (A.2)

\[ \sum_{l=1}^S f_l = 1, \]  \hspace{1cm} (A.3)

\[ F_l(a) = 0. \]  \hspace{1cm} (A.4)

In order to find solutions of Eq. (A.1) the constants \( f_l \) have to be determined.

**Theorem A.1.** Let \([a, b] \subset \mathbb{R} \) be the finite definition domain for the solutions \( F_l(x) \) of equation (A.1), where (A.2) –(A.4) are satisfied. If the matrix \( Q_{ls} \) has rank of one minor of the maximum, then there exists a unique set of boundary values (A.2).

**Proof.** From the former remark we have that \( \sum_{s=1}^S Q_{ls} F_s(b) = 0 \), which is an homogenous system of equations. By virtue of the hypothesis there is a row which is a linear combination of the others, let \( l^* \) be such a row and substitute Eq. (A.3) for it. The new matrix \( Q_{ls}^* \) has the maximum rank because the inserted row is \( (1, 1, \ldots, 1) \) and \( \sum_l Q_{ls}^* > 0 \). Then the system of equations \( \sum_s Q_{ls}^* f_s = \delta_{l^*} \) has a unique solution. \( \square \)

**Remark A.2.** The boundary values (A.2) for the equilibrium equation (A.1) do not depend on \( A_l(x) \).

**Remark A.3.** If the stochastic matrix \( \{q_{ij}\} \) is irreducible, then the rank of \( Q_{ij} \) is one minor of the maximum.
B. Expansion of the probability density

In this section we solve Eq. (A.1) for the linear filtering problem by expanding the densities into the Legendre polynomial series $P_n(x)$: $F_i^r(x) = \sum_{n=0}^{\infty} d_n^l P_n(x)$.

**Theorem B.1.** Let $F_i(x)$, $l = 1, \ldots, S$, be the solution of Eq. (A.1), with $A_l(x) = (W_l - \gamma_l x)$ and $\max_l |W_l/\gamma_l| = 1$. If $F_i^r(x) \in L^2[-1,1]$ such that the Legendre expansion $F_i^r(x) = \sum_{n=0}^{\infty} d_n^l P_n(x)$ exists, then the coefficients $d_n^l$ satisfy the following equations:

$$\sum_s (Q_{ls} - \delta_{ls}\gamma_s) d_1^s = -3W_1 d_0^l, \quad \sum_s (Q_{ls} - 2\delta_{ls}\gamma_s) d_2^s = 5\gamma_l d_0^l - 5W_1 d_1^l,$$

$$\sum_s (Q_{ls} - (m+1)\delta_{ls}\gamma_s) d_{m+1}^s = \frac{2m+3}{2m-1} \sum_s (Q_{ls} + m\delta_{ls}\gamma_s) d_m^s - (2m+3)W_l d_m^l, \quad m \geq 2.$$  \hfill (B.1)

**Proof.** We write Eq. (A.1) as

$$A_l(x) F_i^r(x) = \sum_{s=1}^S Q_{ls} \int_{-1}^x F_s^r(y) \, dy.$$ \hfill (B.2)

As before, for the case of the relaxation processes we get

$$\sum_{n=0}^{\infty} \int_{-1}^1 d_n^l P_n(x)(W_l - \gamma_l x)P_n(x) \, dx =$$

$$\sum_{s=1}^S Q_{ls} \left\{ d_0^s (P_m, P_0 + P_1) + \sum_{n=1}^{\infty} \frac{d_n^s}{2n+1} \left( (P_m, P_{n+1}) - (P_m, P_{n-1}) \right) \right\} \hfill (B.3)$$

where we have used the relation

$$\int_{-1}^x P_n(y) \, dy = \frac{P_{n+1}(x) - P_{n-1}(x)}{2n+1}, \quad n \geq 1,$$ \hfill (B.4)

and $(P_m, P_n) = \int_{-1}^1 P_m(x)P_n(x) \, dx$.

By developing the integrals

$$d_m^l W_l - \gamma_l (2m+1) \sum_n d_n^l (P_m, xP_n) = \sum_s Q_{ls} \left( d_0^s (\delta_{m0} + \delta_{m1}) + \frac{d_m^s}{2m-1} - \frac{d_{m+1}^s}{2m+3} \right).$$

The integral on the left hand side is

$$\frac{2(m+1)\delta_{m+1,n}}{(2m+1)(2m+3)} + \frac{2m\delta_{m-1,n}}{(2m-1)(2m+1)},$$

and provided that $\sum_s Q_{ls}d_0^s = \sum_s Q_{ls}F_s(1)/2 = 0$, we get the thesis. \hfill \Box

The distribution functions are calculated by the Legendre expansion: $F_i(x) = \sum_{n=0}^{\infty} c_n^l \times P_n(x)$, where $c_n^l$ are related to $d_n^l$ by

$$c_n^l = d_n^l - \frac{d_{n-1}^l}{2n-1} - \frac{d_{n+1}^l}{2n+3}, \quad \text{if } n > 0.$$ \hfill (B.5)

We note that Eq. (A.1) can be scaled in a such way that $\max_l |W_l/\gamma_l| = 1$.

Finally, we note that if $F^r(x) \in L^2[a,b]$, then the Legendre expansion of $F(x)$ is uniformly convergent (see, e.g., [29, 32]). This property justifies the numerical test of Sect. 5.
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