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APPROXIMATION TO THE SOLUTION OF THE

SCHRÖDINGER EQUATION IN ABSTRACT
SETTING
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Abstract — We have developed an approximation to the solution of the Schrödinger
equation in abstract setting. The accuracy of our approximation depends on the
smoothness of this solution. We show that for the analytical initial vectors our ap-
proximation possesses a super exponential convergence rate.
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1. Introduction

In the theory of operators in Hilbert space the Cayley transform Tα,βγ,δ = (αI + βA)(γI −
δA)−1, α, β, γ, δ ∈ C is frequently used to switch from the study of the closed but in general
unbounded linear operator A with a dense domain D(A)(D(A) = H) to that of bounded
operators Tα,βγ,δ . In the classical case Tγ = (γI+A)(γI−A)−1, γ = −i, this transform converts
the self-adjoint (symmetric, dissipative) operators A into unitary (respectively, isometric,
contractive) operators Tγ (see [1]).

The Cayley transform can also be used to turn the processes with a continuous time
parameter into such with discrete time (see, e.g., [20] dealing with the prediction theory of
stationary stochastic processes).

In [2,5–7,11–14,16,17], the Cayley transform was used to obtain explicit and constructive
representations of the solutions of various evolution differential equations with operator
coefficients, where, in fact, the solutions with a continuous time parameter were represented
in terms of those with discrete time. Moreover, these representations can be considered
as a method for separating time and “spatial” variables. A further important feature of
these representation is the fact that they serve as the basis for algorithms without accuracy
saturation, i.e., their accuracy increases automatically and unboundedly with increasing
smoothness of the solution.

In the present paper, we derive an explicit representation of the solution operator (and,
therefore of the solution as well) of the Schrödinger differential equation in abstract setting,
i.e., with the operator coefficient in some Hilbert space. We propose an approximation with
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an accuracy depending on the smoothness of this solution. We show that for analytical initial
vectors our approximation possesses a super exponential convergence rate. Note that the
exponential convergence is needed to provide algorithms of the optimal or near optimal com-
plexity [7–9]. In [7–9,14,15], a representation through an improper Dunford-Cauchy integral
along the path enveloping the spectrum of operator coefficient and the Sinc-quadrature were
proposed to obtain exponentially convergent approximations.

The paper is organized as follows. In Section 2, we derive an explicit representation of
the solution operator as a series where the time variable is separated in Laguerre polynomials
and the “spatial” operator in the powers of a Cayley transform. The convergence properties
of the series are studied. Section 3 is devoted to the truncated series as an approximation to
the exact solution. We show that this approximation features no accuracy saturation, i.e.,
its accuracy depends on the smoothness of the exact solution. In the case of an analytical
initial vector, we prove a super exponential convergence of our approximation. In Section 4,
we derive another form of representation for the exact solution and a modified approximation
(truncated series with N terms) to this solution. The error of the new approximation tends
to zero as N →∞ and as t→ 0. The second property allows us to develop a preconditioning
technique which is the topic of Section 5.

2. Exact representation of the solution

Let H be a complex Hilbert space and B- a self-adjoint unbounded positive definite operator
in this space with the domain D(B) and the spectrum Σ(B) ∈ [λ0,∞), λ0 > 0. Let us
consider the following initial value problem for the Schrödinger equation:

ẋ(t) = iBx(t), x(0) = x0. (2.1)

The solution operator of this problem is the operator exponential family S(t) = eiBt such that
the solution of the IVP is given by x(t) = S(t)x0. Using the well-known expansion [3, v.2,
Ch. 10.12]

(1− z)−α−1e
tz
z−1 =

∞∑
n=0

L(α)
n (t)zn (2.2)

after the substitution z → iB(iB − I)−1 we obtain formally

eiBt = −(iB − I)−1

∞∑
n=0

L(0)
n (t)T n, (2.3)

where T = T (B) = iB(iB − I)−1 is the (non-classical) Cayley transform of the operator B.
Now, the solution of the IVP can be formally represented by

x(t) =
∞∑
n=0

L(0)
n (t)un, (2.4)

where the sequence {un} is defined by the recursion

u0 = −(iB − I)−1x0,

up+1 = iB(iB − I)−1up, p = 0, 1, ...
(2.5)

In other words, the elements up of the sequence are solutions of the operator equations

(iB − I)u0 = −x0,

(iB − I)up+1 = iBup, p = 0, 1, ...
(2.6)
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By formal differentiation and using the well-known relations d
dt
L

(α)
n (t) = −L(α+1)

n+1 (t),

L
(1)
p−1(t) =

p−1∑
ν=0

L
(0)
ν (t) we obtain from (2.4) the series

x1(t) = −
∞∑
p=1

p−1∑
ν=0

L(0)
ν (t)up. (2.7)

The next Lemma resolves the convergence conditions for series (2.4), (2.7).

Lemma 2.1. Let x0 ∈ D(Bσ), then
1) series (2.4) converges in H uniformly in t on an arbitrary finite closed interval [0, b]

(on an arbitrary finite closed interval [a, b], 0 < a < b) and x(t) is a continuous function on
[0, b] (on [a, b]) provided that σ > 2 (σ > 3/2),

2) series (2.7) converges in H uniformly in t ∈ [0, b] (on [a, b]), x1(t) is a continuous
function on [0, b] ((on [a, b])) and ẋ(t) = x1(t) provided that σ > 4 (σ > 5/2),

3) x(t) ∈ D(B) ∀t ∈ [0, b] (on [a, b]) provided that σ > 4 (σ > 5/2).

Proof. We can represent

up+1 = [iB(iB − I)−1]pu0 =

∫ ∞
λ0

(
iλ

iλ− 1

)p
dEλx0

=

∫ ∞
λ0

(
λ

λ+ i

)p
dEλx0 =

∫ ∞
λ0

1

λσ

(
λ2 − iλ
1 + λ2

)p
dEλx

σ
0

=

∫ ∞
λ0

1

λσ

(
λp−σ

(1 + λ2)p/2

)p
e−ipϕdEλx

σ
0

(2.8)

where xσ0 = Bσx0, ϕ = arccos r, r = λ/
√
λ2 + 1. This yields the estimate

‖up+1‖ 6 sup
λ∈[λ0,∞)

Φ(λ)‖xσ0‖, (2.9)

where Φ(λ) = λp−σ

(1+λ2)p/2
= θσ/2 1

(1+θ)p/2
= Ψ(θ), θ = λ−2 and Eλ is the spectral family of B.

From Ψ′(θ) = θσ/2−1(1 + θ)−p/2−1
[
σ
2
(1 + θ)− p

2
θ
]
we obtain the extremum point θ = σ

p−σ and
the maximum value

Φmax = Φ
( σ

p− σ
)
6 c(σ)p−σ/2 (2.10)

with some constant c = c(σ) independent of p. Now estimate (2.9) takes the form

‖up+1‖ 6 cp−σ/2‖xσ0‖. (2.11)

Let us recall the following properties of Laguerre polynomials (see, e.g., [21, p. 243, 248]
and [3, vol. 2, Ch. 10.18]):

L(α)
n (t) = π−1/2et/2t−α/2−1/4nα/2−1/4[cos (2

√
nt− βπ) +O(n−1/2)], t ∈ [a, b],

0 < a < b <∞, β = (2α + 1)/4, α > −1,

|L(α)
n (t)| 6 cn

α
2
− 1

4 t−
α
2
− 1

4 e
t
2 (1 + n−

1
4 t

5
4 ), α +

1

2
> 0, t > 0,

e−t/2|L(0)
n | 6 1, t > 0,

(2.12)
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where c is a constant independent of k and 0 < a < b arbitrary fixed numbers. Therefore,
series (2.4), (2.7) are majorized by the number series

c


t−

1
4 e

t
2

∞∑
p=1

p−σ/2−1/4, if t ∈ [a, b]

e
t
2

∞∑
p=1

p−σ/2, if t ∈ [0, b]
(2.13)

and

c


t−

1
4 e

t
2

∞∑
p=1

p−σ/2+1/4, if t ∈ [a, b]

e
t
2

∞∑
p=1

p−σ/2+1, if t ∈ [0, b]
(2.14)

respectively which converge uniformly in t provided that{
σ > 3/2, if t ∈ [a, b]
σ > 2, if t ∈ [0, b]

and
{
σ > 5/2, if t ∈ [a, b]
σ > 4, if t ∈ [0, b]

. (2.15)

Let us prove that series (2.4) satisfies the differential equation

ẋ(t)− iBx(t) = −
∞∑
p=1

p−1∑
ν=0

L(0)
ν (t)

∫ ∞
λ0

(
λ

λ+ i

)p−1

dEλx0 − i
∞∑
p=0

L(0)
p (t)

∫ ∞
λ0

λ

(
λ

λ+ i

)p−1

dEλx0

= −
∞∑
p=1

p−1∑
ν=0

L(0)
ν (t)

∫ ∞
λ0

[ ∞∑
µ=p

(
λ

λ+ i

)µ−1

−
∞∑

µ=p+1

(
λ

λ+ i

)µ−1]
dEλx0

− i
∞∑
p=0

L(0)
p (t)

∫ ∞
λ0

λ
( λ

λ+ i

)p−1
dEλx0

= −
∞∑
p=1

p−1∑
ν=0

L(0)
ν (t)

∫ ∞
λ0

∞∑
µ=p

(
λ

λ+ i

)µ−1

dEλx0 +
∞∑
p=2

p−2∑
ν=0

L(0)
ν (t)

∫ ∞
λ0

∞∑
µ=p

(
λ

λ+ i

)µ−1

dEλx0

− i
∞∑
p=0

L(0)
p (t)

∫ ∞
λ0

λ
( λ

λ+ i

)p−1
dEλx0

= −
∞∑
p=1

L
(0)
p−1(t)

∫ ∞
λ0

∞∑
µ=p

(
λ

λ+ i

)µ−1

dEλx0 − i
∞∑
p=0

L(0)
p (t)

∫ ∞
λ0

λ
( λ

λ+ i

)p−1
dEλx0

= −
∞∑
p=0

L(0)
p (t)

∫ ∞
λ0

[ ∞∑
µ=p+1

(
λ

λ+ i

)µ−1

d+ iλ
( λ

λ+ i

)p−1
]
dEλx0

= −
∞∑
p=0

L(0)
p (t)

∫ ∞
λ0

[(
λ

λ+ i

)p
λ+ i

i
+ iλ

( λ

λ+ i

)p−1
]
dEλx0

= −
∞∑
p=0

L(0)
p (t)

∫ ∞
λ0

(
λ

λ+ i

)p−1[
λ

i
+ iλ

]
dEλx0 = 0.

(2.16)



Super exponentially convergent approximation to the solution of the Schrödinger equation in abstract setting 349

3. Approximation I

We consider the truncated series

xN(t) =
N∑
n=0

L(0)
n (t)un, (3.1)

as an approximation to the exact solution. The next theorem characterizes the goodness of
this approximation.

Theorem 3.1. Let x0 ∈ D(Bσ), then the following estimates hold true

‖x(t)− xN(t)‖ 6 c‖Bσx0‖
{
t−

1
4 e

t
2N−σ/2+5/4, if t ∈ [a, b]

e
t
2N−σ/2+2, if t ∈ [0, b]

, (3.2)

with some constant c independent of N .

Proof. We have

‖x(t)− xN(t)‖ 6 c‖Bσx0‖


t−

1
4 e

t
2

∞∑
p=N+1

p−σ/2+1/4, if t ∈ [a, b]

e
t
2

∞∑
p=N+1

p−σ/2+1, if t ∈ [0, b]

6 c‖Bσx0‖
{
t−

1
4 e

t
2N−σ/2+5/4, if t ∈ [a, b]

e
t
2N−σ/2+2, if t ∈ [0, b]

.

(3.3)

Let us recall that vectors from
∞⋂
n=1

D(Bn) are called C∞−vectors for the operator B [18,

Ch. 1, §9.20]. For example, for the operator B = d
dx

the functions of the class C∞ are
C∞−vectors. A vector f is called analytical for B if f ∈ C∞ and the power series

∞∑
n=0

tn

n!
‖Bnf‖

possesses a positive convergence radius.

Example 3.1. Let B be an operator in Rn represented by a matrix B. Each vector
f ∈ Rn is analytical because the power series

∞∑
n=0

tn

n!
‖Bnf‖

converges for all t ∈ R due to ‖Bnf‖ 6 ‖B‖n‖f‖.

Example 3.2. Let us consider the operator in L2(0, π) defined by

D(B) = {u ∈ H2(0, π) : u(0) = u(π) = 0},

B = −d
2u

dt2
∀u ∈ D(B).

(3.4)
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The vector f = f(t) = sin t is analytical for B since Bnf = (−1)n+1 sin t, ‖Bnf‖ =(∫ π
0

sin2 tdt

)1/2

=
√
π/2 ∀ n and the power series

∞∑
n=0

tn

n!
‖Bnf‖ =

√
π/2

∞∑
n=0

tn

n!
=
√
π/2et

converges for all t ∈ R.

Example 3.3. Let us consider the operator in L2(−∞,∞) defined by

D(B) = {u ∈ H2(−∞,∞) : ψ(−∞) = ψ(∞) = 0},

B = − ~2

2m

d2ψ

dx2
+
mω2

2
x2ψ ∀ψ ∈ D(B).

(3.5)

In the quantum mechanics, the operator B is a Hamiltonian of an oscillated particle of
mass m subject to a potential V (x) given by V (x) = 1

2
mω2x2, where ω is the angular

frequency of the oscillator. It can be shown that the normalized eigenfunctions (subject to∫∞
−∞ ψ

2(x)dx = 1) are

ψn(x) = Cne
−ξ2/2Hn(ξ), (3.6)

where x = αξ, α =
√

~
mω
, Cn = 1√

α
· 1√

2nn!
√
π
and Hn(ξ) are Hermit polynomials [21, 22].

These eigenfunctions correspond to the eigenvalues En = (n + 1/2)~ω. The vector u0(x) =
m∑
k=0

γkψk(x) with a fixed m is analytical for B since

Bnu0 = (~ω)n
m∑
k=0

γk(k + 1/2)nψk(x),

‖Bnu0‖ = (~ω)n
(∫ ∞

−∞

[ m∑
k=0

γk(k + 1/2)nψk(x)

]2)1/2

6 (~ω)n
√
m

( m∑
k=0

γ2
k(k + 1/2)2n

)1/2( m∑
k=0

∫ ∞
−∞

ψ2
k(x)dx

)1/2

6 (~ω)nm(m+ 1/2)n
( m∑
k=0

γ2
k

)1/2

.

(3.7)

and the power series

∞∑
n=0

tn

n!
‖Bnf‖ 6 m

( m∑
k=0

γ2
k

)1/2 ∞∑
n=0

(~ω)n(m+ 1/2)n

n!
tn

converges for all t ∈ R.

The next theorem shows a super exponential convergence of approximation (3.1) provided
that the initial vector is analytical.
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Theorem 3.2. If x0 is analytical for B, then approximation (3.1) converges super-
exponentially with the error estimate

‖x(t)− xN(t)‖ 6 ct−
1
4 e

t
2 e−(c1−ε)N1/3‖|x0‖| ∀ t ∈ [a, b], 0 < a < b, (3.8)

where c, c1, a, b, ε ∈ (0, c1) are positive constants independent of N , ‖|x0‖| =
∞∑
k=0

rk

k!
‖Bkx0‖

and r is the convergence radius of the power series
∞∑
k=0

sk

k!
‖Bkx0‖.

Proof. First of all we note that estimates (2.12) yield for t ∈ [a, b]

‖x(t)− xN(t)‖ 6 ct−
1
4 e

t
2

∞∑
p=N+1

p−1/4‖up‖, (3.9)

where

up =

∫ ∞
λ0

λp−1

(1 + λ2)(p−1)/2
e−i(p−1)ϕdEλx0

=

∫ ∞
λ0

e−λs
λp−1

(1 + λ2)(p−1)/2
e−i(p−1)ϕ

( ∞∑
k=0

λksk

k!

)
dEλx0

=

∫ ∞
λ0

Φs(λ)

( ∞∑
k=0

λksk

k!

)
dEλx0

=

∫ ∞
λ0

Φs(λ)dEλ

( ∞∑
k=0

sk

k!
Bkx0

)
(3.10)

and
Φs(λ) = e−λs

λp−1

(1 + λ2)(p−1)/2
e−i(p−1)ϕ = e−λs−i(p−1)ϕ 1

(1 + λ−2)(p−1)/2
.

From the last equality we obtain the estimate

‖up‖ 6 Φmax‖|x0‖| (3.11)

with Φmax = sup
λ∈[λ0,∞)

Φr(λ). The extremum points of the function Φr(λ) are the solutions of

the equation

d

dλ

∣∣Φr(λ)
∣∣ =− re−λr 1

(1 + λ−2)(p−1)/2
+
p− 1

2
e−λr

2/λ3

(1 + λ−2)(p−1)/2+1

= −e−λr 1

(1 + λ−2)(p−1)/2+1

[
r(1 + λ−2)− p− 1

λ3

]
= −e−λr 1

λ3(1 + λ−2)(p−1)/2+1
[rλ3 + rλ− (p− 1)] = 0,

(3.12)

i.e.,

λ3 + λ− p− 1

r
= 0. (3.13)



352 I.P. Gavrilyuk

Since the coefficient in the front of λ is positive the cubic equation (3.13) possesses a positive
real solution [4] λ1 = −2r∗ sinhφ/3, where r∗ = sign((p− 1)/r)/

√
3 < 0 and φ is defined by

sinhφ = − p−1
2rr3∗

> 0, i.e. λ1 � sinhφ/3 � 3
√
p (see e.g. [4, p.132]). Therefore, we have that

Φmax 6 ce−c1p
1/3 with some positive constants c, c1 independent of p. This yields

‖x(t)− xN(t)‖ 6 ct−
1
4 e

t
2

∞∑
p=N+1

p−1/4e−c1p
1/3‖|x0‖|

6 ct−
1
4 e

t
2‖|x0‖|

∫ ∞
N+1

x−1/4e−c1x
1/3

dx 6 ct−
1
4 e

t
2‖|x0‖|

∫ ∞
N+1

[x5/12e−εx
1/3

][x−2/3e−(c1−ε)x1/3 ]dx

6 ct−
1
4 e

t
2‖|x0‖|

∫ ∞
N+1

e−(c1−ε)x1/3d(x1/3) 6 ct−
1
4 e

t
2‖|x0‖|e−(c1−ε)N1/3

(3.14)

with some constants c, c1, 0 < ε < c1 independent of N .

Remark 3.1. For a fixed n× n-matrix B considered as an operator in Rn, an arbitrary
vector x ∈ Rn is analytical. If a matrix B = Bh is a grid approximation of an unbounded
operator B, then n, as well as the norm of B, tend to infinity as the characteristic mesh
value h tends to zero. We call such operators quasi-bounded. In this case, the convergence
radius of the series

∞∑
n=0

‖Bn
hx0‖tn

n!
(3.15)

for the initial vector x0 can tend to zero together with h → 0 and the above analyticity
definition has no more sense. This fact motivates the following definition of the analytical
vectors for Bh.

Definition 3.1. A vector x0 ∈ Rn is called analytical for B = Bh uniformly in h if series
(3.15) possesses a positive convergence radius independent of h.

Example 3.4. Let ω = ωh = {ξi = ih : i = 1, 2, ..., n;h = l/(n + 1)} be a grid on the
interval (0, 1) and ω = ω ∪ {ξ0 = 0, ξn+1 = l} be a grid covering the closed interval [0, 1].
Let Rn be the space of grid functions defined on ω and vanishing at ξ0 = 0, ξn+1 = l. The
matrix B = Bh corresponding to the difference operator

D(Bh) = {y(x), x ∈ ω : y(0) = 0, y(l) = 0},
By = −yxx ∀ y ∈ Rn (3.16)

possesses eigenvalues λh,k = 4
h2

sin2 kπh
2l

corresponding to the eigenfunctions yk(x) = sin kπx
l
, x ∈

ω, k = 1, 2, ..., n with the norm

‖yk(x)‖ =

( n∑
j=1

hy2
k(xj)

)1/2

=
√
l/2. (3.17)

The vector x0 = sin mπx
l

for each fixed m is analytical for B uniformly in h, since due to

Bjx0 = λjh,m sin
mπx

l
,

‖Bjx0‖ = λjh,m
√
l/2,

|λh,m| 6
4

h2
· 2

π
· mπh

2l
=

(
2m

l

)2
(3.18)
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we have that the series
∞∑
j=0

‖Bj
hx0‖tj

j!
6
√
l/2

∞∑
j=0

(
2m

l

)2j
tj

j!
(3.19)

converges for all t ∈ (−∞,∞).

4. Another form of representation and approximation II

From (2.6) it follows that

up = iB(up − up−1), p = 0, 1, 2, ...;u−1 = iB−1x0. (4.1)

Substituting this representation into (2.4) and using the summation by parts

N−1∑
n=1

unvn = uNvN−1 − u0v0 −
N−1∑
n=0

unvn (4.2)

we obtain

x(t) = u0 + iB
∞∑
n=1

L(0)
n (t)(un − un−1) = u0 − iBu0L

(0)
0 (t)− iB

∞∑
n=0

(L
(0)
n+1(t)− L(0)

n (t))un

= x0 − iB
∞∑
n=0

(L
(0)
n+1(t)− L(0)

n (t))un.

(4.3)

Here we have used estimates (2.12) (which yield limn→∞ L
(0)
n (t) = 0 for each fixed t) as well

as (2.11).

Remark 4.1. One can see that representation (4.3) satisfies Eq. (2.1) also using the
well-known relation [3, 21]

d

dt

[
L

(0)
n+1(t)− L(0)

n (t)

]
= −L(0)

n (t), (4.4)

which, together with (2.4), yields

ẋ(t) = iB
∞∑
n=0

L(0)
n (t)un = iBx(t). (4.5)

It holds [21] that

|L(0)
n (t)− L(0)

n−1(t)| = t

n
|L(1)

n−1(t)| 6 ct1/4et/2n−3/4(1 + n−1/4t5/4) (4.6)

uniformly in t ∈ [0, T ]. Combining this estimate with (2.11), we obtain the following majo-
rant for series (4.3)

∞∑
p=1

p−σ/2−3/4, (4.7)



354 I.P. Gavrilyuk

which shows that the series converges provided that σ > 1/2. For the truncated series

x
(1)
N (t) = x

(1)
N (t;x0) = x0 − iB

N∑
n=0

(L
(0)
n+1(t)− L(0)

n (t))un, (4.8)

which represents an algorithm for an approximate solution of problem (2.1), in view of (4.6)
we have the following error estimate:

‖x(t)− x(1)
N (t)‖ 6 ct1/4et/2N−σ/2−1/4‖Bσx0‖. (4.9)

In the case of an analytical initial vector x0 we have instead of 3.14 the error estimate

‖x(t)− x(1)
N (t)‖ 6 ct1/4et/2

∞∑
p=N+1

p−3/4e−c1p
1/3‖|x0‖| 6 ct1/4et/2N−1/12e−c1N

1/3‖|x0‖|. (4.10)

Estimates (4.9), (4.10) indicate that the approximation error x(1)
N (t) tends to zero as N →∞

but also together with t→ 0.
Note that we can rewrite representation (4.3) and algorithm (4.8) in the form

x(t) = u0 + iB
∞∑
n=1

L(0)
n (t)(un − un−1) = u0 + iB

∞∑
n=1

L(0)
n (t)(un − un−1)

= x0 −
∞∑
n=0

(L
(0)
n+1(t)− L(0)

n (t))ũn,

x
(1)
N (t) = x0 −

N∑
n=0

(L
(0)
n+1(t)− L(0)

n (t))ũn,

(4.11)

where (cf. (2.6))

(iB − I)ũ0 = −iBx0,

(iB − I)ũp+1 = iBũp, p = 0, 1, ...
(4.12)

From (4.12) we have

ũ0 = −Tx0,

ũp+1 = T ũp = T p+2x0, p = 0, 1, ...
(4.13)

The equivalent form of (4.11)) is

x(t) = eiBx0, e
iB = I −

∞∑
n=0

(L
(0)
n+1(t)− L(0)

n (t))T n+1,

x
(1)
N (t) = eiBN x0, e

iB
N = I −

N∑
n=0

(L
(0)
n+1(t)− L(0)

n (t))T n+1.

(4.14)

Given the solution operator S(t) = S(t;B) = eiBt for the homogeneous Schrödinger
equation (2.1), the solution of the inhomogeneous Schrödinger equation

ẋ(t) = iBx(t) + f(t), x(0) = x0. (4.15)
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with a given function f(t) can be represented by

x(t) = eiBtx0 +

t∫
0

eiB(t−τ)f(τ)dτ. (4.16)

Example 4.1. The problem

u̇(t) = iBu(t) + f(t), u(0) = u0. (4.17)

with

D(B) = {u(x) ∈ H2(−∞,∞) : lim
x→±∞

u(x) = 0},

Bu = −d
2u

dx2
,

f(t) = f(t, x) = e−x
2

(1− 2it+ 4itx2), u0 = u0(x) = e−x
2

(4.18)

possesses the exact solution u(t, x) = te−x
2 . Using the well known formula [3] (here L(0)

n (t) =
Ln(t))

d

dt
[Ln(t)− Ln+1(t)] = Ln(t)

as well as the intgration by parts one obtains easily∫ t

0

τLn(τ)dτ = (t− 1)(Ln(t)− Ln+1(t)) + (Ln+1(t)− Ln+2(t)),

∫ t

0

τ 2Ln(τ)dτ = (t2−2t+2)(Ln(t)−Ln+1(t))+(2t−1)(Ln+1(t)−Ln+2(t))+(Ln+2(t)−Ln+3(t))

and further ∫ t

0

τLn(t− τ)dτ = −(Ln(t)− Ln+1(t)) + (Ln+1(t)− Ln+2(t)),

∫ t

0

τ 2Ln(t−τ)dτ = 2(t+1)(Ln(t)−Ln+1(t))+(2t−1)(Ln+1(t)−Ln+2(t))+(Ln+2(t)−Ln+3(t)).

These formulas together with (2.4) imply the following representation for the solution of
(4.17), (4.18)

u(t, x) =

∫ t

0

eiB(t−τ)[e−x
2

(1− 2iτ + 4iτx2)]dτ

=
∞∑
n=0

{∫ t

0

L(0)
n (t− τ)[e−x

2

(1− 2iτ + 4iτx2)]dτ

}
un

= e−x
2
∞∑
n=0

{
− (Ln(t)− Ln+1(t))

}
un − 2ie−x

2
∞∑
n=0

{
− (Ln(t)− Ln+1(t)) + (Ln+1(t)− Ln+2(t))

}
un

+ 4ix2e−x
2
∞∑
n=0

{
2(t+ 1)(Ln(t)− Ln+1(t)) + (2t− 1)(Ln+1(t)− Ln+2(t)) + (Ln+2(t)− Ln+3(t))

}
un.

(4.19)
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5. Preconditioning

In the case of a bounded self-adjoint operator B with the spectrum in [λ0,Λ0], λ0 > 0, we

have up+1 =
∫ Λ0

λ0

(
iλ
λ+i

)p
dEλx0, where Eλ is the spectral family of B. Taking into account

that ∣∣∣∣ iλ

λ+ i

∣∣∣∣ =

∣∣∣∣λ(λ− i)
λ2 + 1

∣∣∣∣ =

√
λ4 + λ2

λ2 + 1

=

√
(λ2 + 1)2 − λ2 − 1

λ2 + 1
=

√
1− 1

λ2 + 1
6

√
1− 1

Λ2
0 + 1

≡ q ≡ qBh

(5.1)

this representation yields the estimate

‖up+1‖ 6 qp‖x0‖. (5.2)

Estimate (3.3) can be modified now to

‖x(t)− xN(t)‖ 6 c‖x0‖


t−

1
4 e

t
2

∞∑
p=N+1

p−1/4qp, if t ∈ [a, b]

e
t
2

∞∑
p=N+1

qp, if t ∈ [0, b]

6 c‖x0‖

{
t−

1
4 e

t
2 (N + 1)−1/4 qN+1

1−q , if t ∈ [a, b]

e
t
2
qN+1

1−q , if t ∈ [0, b].
.

(5.3)

If B = Bh is a finite difference or the FEM approximation of a second-order elliptic
operator, then Λ0 = c/h2, where c is a constant and h → 0 is the characteristic mesh
parameter. In this case, we have

q =
√
c2/(c2 + h4)→ 1 (5.4)

as h→ 0, i.e., the convergence of series (2.3) or (2.3) can be slow.
To overcome this difficulty, one can use the following simple preconditioning of the matrix

Bh. Let α = 2M be such that Λ0 6 α. We consider the matrix Bh,α = Bh/α and the
operator exponential Eα = eiBh,αt. The matrix Eα can be computed by algorithm (3.1)
which converges at least exponentially as a geometric progression with a denominator qBh,α .
Since the spectrum of Bh,α lies now in (0,Λ0/α) and this interval can be made arbitrarily
small, then due to (5.1) we can make qBh,α arbitrarily small and arrive at a very rapid
convergence. The required solution matrix eiBht can be computed by the following squaring
algorithm in M steps:

Algorithm ES.
This algorithm computes eiBht from Eα = eiBh,αt.
Input: t, Eα = eiBh,αt

Output: E = eiBht

1. Set E := Eα.
2. For k = 1 : M do E := E ∗ E.
A similar so-called Scaling and Squaring Method was described in [19], p.241, but to

compute the matrix exponential, the Taylor or Padé expansions of ez were used.
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Indeed, this algorithm cannot be used in the case of an unbounded B. In this case, one
can make use of algorithm (4.8) and estimates (4.9, 4.10) which indicate the convergence of
the algorithm with respect to N → ∞ or t → 0. Suppose we can compute x(t0) efficiently
for some t0 though we are to compute x(t) for t = 2M t0. The following algorithm does it in
M steps.

Algorithm ES1 .
This algorithm computes eiBt for t = 2M t0 using (4.8).
Input: x0, t0,M,N

Output: x(1)
N (t)

1. Set X0 := x0 and compute X := x
(1)
N (t0;X0) by (4.8).

2. For k = 1 : M do
begin
2.1. X0 := X;

2.2. Compute X := x
(1)
N (t0;X0) by (4.8)

end
This algorithm exploits the relation eiB2t0 = (eiBt0)2 and is also similar to the Scaling

and Squaring Method.

Remark 5.1. Using the well-known correspondence for the Laplace transform

L{tn−1eat} =
Γ(n)

(s− a)n
, (5.5)

as well as the correspondence

L{tαL(α)
n (t)} =

Γ(α + n+ 1)(s− 1)n

n!sα+n+1
,<α > −1,<s > 0, (5.6)

which for α = 0 reads as

L{L(0)
n (t)} =

(s− 1)n

sn+1
, (5.7)

we obtain for (2.3)

L{eiBtx0} = L{
∞∑
n=0

L(0)
n (t)un} = L{

∞∑
n=0

L(0)
n (t)un} = Σ(s), (5.8)

where

Σ(s) =
∞∑
n=0

(s− 1)n

sn+1
[iB(iB − I)−1]p−1u0 =

s− 1

s2

[
I − s− 1

s

(
iB(iB − I)−1

)]−1

u0, (5.9)

and u0 = −(iB−I)−1x0. Note that here thought was given to the fact that ‖iB(iB−I)−1‖ 6
1 and

∣∣ s−1
s

∣∣ < 1 for <s > 1/2, as well as the formula for the sum of infinite geometric series,
has been used. Thus, the discrete spectrum of the Schrödinger operator coincides with the
poles of the function ‖Σ(s)‖ multiplied by −i.
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