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ON BI-DIMENSIONAL SECOND $\mu$-VARIATION

Abstract. In this paper, we present a generalization of the notion of bounded slope variation for functions defined on a rectangle $I_{a}^{b}$ in $\mathbb{R}^2$. Given a strictly increasing function $\mu$, defined in a closed real interval, we introduce the class $BV_{\mu,2}^{\mu}(I_{a}^{b})$, of functions of bounded second $\mu$-variation on $I_{a}^{b}$, and show that this class can be equipped with a norm with respect to which it is a Banach space. We also deal with the important case of factorizable functions in $BV_{\mu,2}^{\mu}(I_{a}^{b})$ and finally we exhibit a relation between this class and the one of double Riemann–Stieltjes integrals of functions of bi-dimensional bounded variation.

1. Introduction

In 1881, Camile Jordan ([11]) introduced the concept of function of bounded variation after a rigorous study of the proof given by Dirichlet ([5]) on the convergence of the Fourier series of a monotone function. In fact, Jordan showed that a function is of bounded variation if and only if it is the difference of two monotone functions. From the spatial point of view, the notion of bounded variation was extended to functions defined on the plane in 1905 by Hardy and Vitali ([1], [8], [19]). In 1908, De La Vallée Poussin ([18]) introduced the notion of second variation of a function, showing that a function is of bounded second variation if and only if it is the difference of two convex functions. The subsequent denomination of this class as functions of bounded convexity, apparently, is due to A. W. Roberts and D. E. Varberg ([15] and [16]). A few years later, in 1911, F. Riesz ([14]) proved that a function $F$ is of bounded second variation on an interval $[a, b]$ if and only if, it is the indefinite Lebesgue integral of a function $f$ of bounded variation.
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On bi-dimensional second \( \mu \)-variation

The unvarying interest generated by the classical notion of function of bounded variation has lead to some generalizations of the concept, mainly, intended to the search of a bigger class of functions whose elements have pointwise convergent Fourier series.

From the PDEs point of view, the first successful generalization of this concept to functions of several variables is due to L. Tonelli ([12]), who introduced the class of continuous functions of bounded variation in 1926. Later on, L. Cesari ([4]), modified the continuity requirement in Tonelli’s definition by a less restrictive integrability requirement, obtaining the class of functions of bounded variation of several variables; actually, he applied the concept to solve a problem concerning the convergence of Fourier series of functions of two variables. After that, many authors have considered several generalizations of the concept of function of bounded variation to study Fourier series in several variables. As in the classical case, these generalizations have found many applications in the study of certain (partial) differential and integral equations (see e.g., [3]), in geometric measure theory, calculus of variations and mathematical physics.

In 2011, the authors ([6]) studied the class \( BV^2(I^b_a) \), of function of bounded second variation on a rectangle of \( \mathbb{R}^2 \), and proved that, equipped with a suitable norm, this class is a Banach space. We also showed that integrals of functions of first bounded variation (on \( I^b_a \)) are in \( BV^2(I^b_a) \). See also [2, 7, 20, 21] for related generalizations of the concept of function of bounded variation to the plane or of the notion of function of second variation.

In this work, we present a spatial generalization of the notion of bounded slope variation or \( \mu \)-variation, as given by F. N. Huggins in [10], for the case of functions defined on a rectangle \( I^b_a \) in \( \mathbb{R}^2 \) and introduce the space \( BV^{\mu,2}(I^b_a) \), of all functions of bounded second \( \mu \)-variation on \( I^b_a \). We show that this space can be equipped with a norm and prove that the functions in the unit ball of this normed space are uniformly majorized by a polynomial-like continuous function. This fact allows us to show that \( BV^{\mu,2}(I^b_a) \) is a Banach space. We also deal with the important case of factorizable functions in \( BV^{\mu,2}(I^b_a) \) and finally, we show that double \( \mu \)-Riemann–Stieltjes indefinite integrals of functions of bi-dimensional bounded variation are functions of bounded second \( \mu \)-variation.

2. Preliminaries

In this section, we will expose the basic facts of the notions of function of bounded variation and function of bounded second variation in one variable.

Given an interval \( [a, b] \subset \mathbb{R} \), we will use the notation \( \Pi([a, b]) \) to denote the set of all partitions of \( [a, b] \), whereas \( \Pi_3([a, b]) \) will denote the subset of \( \Pi([a, b]) \) consisting of partitions of \( [a, b] \) with at least three points.
Recall that a function \( u : [a, b] \to \mathbb{R} \) is said to be of bounded variation (in the sense of Jordan) if
\[
V(u; [a, b]) := \sup_{\xi \in \Pi([a, b])} \sum_{j=1}^{n} |u(t_j) - u(t_{j-1})| < \infty,
\]
where the supremum is taken over the set of all partitions \( \xi = \{a = t_0 < t_1 < \cdots < t_n = b\} \in \Pi([a, b]) \).

The notion of bounded second variation in the sense of De La Vallée Poussin is defined as follows:

A function \( u : [a, b] \to \mathbb{R} \) is of bounded second variation if and only if
\[
V^2(u; [a, b]) := \sup_{\pi \in \Pi_3([a, b])} \sum_{i=0}^{m-2} |u[t_{i+1}, t_{i+2}] - u[t_i, t_{i+1}]| < \infty,
\]
where
\[
(2.1) \quad u[t_{i+1}, t_{i+2}] := \frac{u(t_{i+2}) - u(t_{i+1})}{t_{i+2} - t_{i+1}}, \quad i = 0, \ldots, m - 2.
\]

The class of all the functions of bounded second variation (on \([a, b]\)), in the sense of De La Vallée Poussin, is denoted by \( BV^2([a, b]) \).

The following are known properties of the functional \( V^2(\cdot; [a, b]) \) and of the functions in the class \( BV^2([a, b]) \) (see e.g., [13], [15] and [17]).

**Proposition 2.1.** Let \( u \in BV^2([a, b]) \).

1. If \( v \in BV^2([a, b]) \) and \( \lambda \) is any real constant, then
   \[
   V^2(\lambda u; [a, b]) = |\lambda| V^2(u; [a, b]),
   \]
   \[
   V^2(u + v; [a, b]) \leq V^2(u; [a, b]) + V^2(v; [a, b]).
   \]
2. (Monotonicity) If \( a < c < d < b \), then \( V^2(u; [c, d]) \leq V^2(u; [a, b]) \).
3. (Semi-additivity) If \( a < c < b \) then \( u \in BV^2([a, c]) \), \( u \in BV^2([c, b]) \) and
   \[
   V^2(u; [a, b]) \geq V^2(u; [a, c]) + V^2(u; [c, b]).
   \]
4. \( u[y_0, y_1] \) is bounded for all \( y_0, y_1 \in [a, b] \).
5. \( u \) is Lipschitz and therefore absolutely continuous on \([a, b]\).
6. \( u \in BV^2([a, b]) \) if and only if \( u = u_1 - u_2 \), where \( u_1, u_2 \) are convex functions.
7. A necessary and sufficient condition for a function \( F \) to be the integral of a function \( f \in BV([a, b]) \) is that \( F \in BV^2([a, b]) \).
8. If \( u \) is twice differentiable with \( u'' \) integrable on \([a, b]\) then \( u \in BV^2([a, b]) \) and
   \[
   V^2(u; [a, b]) = \int_a^b |u''(t)| dt.
   \]

Now, we recall Huggins’ notion ([10]) of a function of bounded second \( \mu \)-variation.
**Definition 2.2.** Let $\mu : [a, b] \to \mathbb{R}$ be a strictly increasing function. A function $u : [a, b] \to \mathbb{R}$ is said to be of bounded second $\mu$-variation if and only if

$$V^{\mu,2}(u; [a, b]) := \sup_{\pi \in \Pi_3([a, b])} \sum_{i=0}^{m-2} |u_\mu[t_{i+1}, t_{i+2}] - u_\mu[t_i, t_{i+1}]| < \infty,$$

where

$$u_\mu[t_{i+1}, t_{i+2}] := \frac{u(t_{i+2}) - u(t_{i+1})}{\mu(t_{i+2}) - \mu(t_{i+1})}, \quad i = 0, ..., m - 2.$$

**Example 2.3.** If $u(x) = x^{2/3}$, then it is of bounded second $\mu$-variation on $[a, b]$, for $\mu(x) := x^{1/3}$. In fact, it readily follows from the definitions that

$$V^{\mu,2}(u; [a, b]) \leq 2(b^{1/3} - a^{1/3}) = 2(\mu(b) - \mu(a)) < +\infty.$$

The class of all the functions of bounded second $\mu$-variation (on $[a, b]$) is denoted by $BV^{\mu,2}([a, b])$.

The following proposition shows an interesting relation between functions of bounded second $\mu$-variation and indefinite Riemann–Stieltjes integrals of functions of (ordinary) bounded variation.

**Proposition 2.4.** If $f \in BV([a, b])$ is continuous, $\mu$ is a strictly increasing function and $F(\tau) := \int_a^\tau f(t) \, d\mu(t)$ then $V^{\mu,2}(F; [a, b]) \leq V(f; [a, b])$ and $F \in BV^{\mu,2}([a, b])$.

**Proof.** Let $\xi := \{t_i\}_{i=0}^n \in \Pi_3([a, b])$, by the definition of $F$ and the Mean Value Theorem for Riemann–Stieltjes integrals, we have

$$F(t_{i+2}) - F(t_{i+1}) = \int_{t_{i+1}}^{t_{i+2}} f(t) \, d\mu(t)$$

$$= \frac{\mu(t_{i+2}) - \mu(t_{i+1})}{\mu(t_{i+2}) - \mu(t_{i+1})} = f(c_{i+2})$$

with $c_{i+2} \in (t_{i+1}, t_{i+2})$.

On the other hand,

$$V^{\mu,2}(F; [a, b]) = \sup_{\pi \in \Pi_3([a, b])} \sum_{i=0}^{n-2} |F_\mu[t_{i+1}, t_{i+2}] - F_\mu[t_i, t_{i+1}]|$$

$$= \sup_{\pi \in \Pi_3([a, b])} \sum_{j=0}^{n-2} \left| \frac{F(t_{i+2}) - F(t_{i+1})}{\mu(t_{i+2}) - \mu(t_{i+1})} - \frac{F(t_{i+1}) - F(t_i)}{\mu(t_{i+1}) - \mu(t_i)} \right|$$

$$\leq \sup_{\pi \in \Pi_3([a, b])} \sum_{i=0}^{n-2} |f(c_{i+2}) - f(c_{i+1})| \leq V(f; [a, b]) < +\infty,$$

therefore $F \in BV^{\mu,2}([a, b])$. ■
3. Bi-dimensional second $\mu$-variation

We begin by recalling the definition of (bounded) variation for functions defined on rectangles of $\mathbb{R}^2$ (c.f. [9]).

Let $a = (a_1, a_2), b = (b_1, b_2) \in \mathbb{R}^2$, such that $a_1 < b_1$ and $a_2 < b_2$. In the sequel, we will use the symbol $I_{a}^{b}$ to denote the basic rectangle $[a_1, b_1] \times [a_2, b_2]$.

For $\xi := \{t_i\}_{i=0}^{n} \in \Pi([a_1, b_1])$ and $\eta := \{s_j\}_{j=0}^{m} \in \Pi([a_2, b_2])$, we will use the following notation:

(i) $\Delta_{10}u(t_i, s) := u(t_i, s) - u(t_{i-1}, s)$ for $s \in [a_2, b_2]$ fixed.
(ii) $\Delta_{01}u(t, s_j) := u(t, s_j) - u(t, s_{j-1})$ for $t \in [a_1, b_1]$ fixed.
(iii) $\Delta_{11}u(t_i, s_j) := u(t_{i-1}, s_{j-1}) + u(t_i s_j) - u(t_{i-1}, s_j) - u(t_i, s_{j-1})$.

**Definition 3.1.** Let $u : I_{a}^{b} \to \mathbb{R}$.

- If $s \in [a_2, b_2]$ is fixed, we define the variation in the sense of Jordan of $u$ in $[a_1, b_1] \times \{s\}$ by
  $$V_{[a_1, b_1]}^{[a, b]}(u(\cdot, s)) := \sup_{\xi} \sum_{i=1}^{n} |\Delta_{10}u(t_i, s)|,$$
  where the supremum is taken over the set of all partitions $\xi \in \Pi([a_1, b_1])$.

- Similarly for $t \in [a_1, b_1]$, we define the variation in the sense of Jordan of $u$ in $\{t\} \times [a_2, b_2]$ by
  $$V_{[a_2, b_2]}^{[a, b]}(u(t, \cdot)) := \sup_{\eta} \sum_{j=1}^{m} |\Delta_{01}u(t, s_j)|,$$
  where the supremum is taken over the set of all partitions $\eta \in \Pi([a_2, b_2])$.

- We define the variation of $u$, in the sense of Hardy-Vitali as
  $$V(u, I_{a}^{b}) := \sup_{(\xi, \eta)} \sum_{i=1}^{n} \sum_{j=1}^{m} |\Delta_{11}u(t_i, s_j)|,$$
  where the supremum is taken over the set of all partitions $(\xi, \eta) \in \Pi([a_1, b_1]) \times \Pi([a_2, b_2])$.

- The total variation of $u$ on $I_{a}^{b}$ is defined as
  $$TV(u, I_{a}^{b}) := V_{[a_1, b_1]}^{[a, b]}(u(\cdot, s_0)) + V_{[a_2, b_2]}^{[a, b]}(u(t_0, \cdot)) + V(u, I_{a}^{b}),$$
  where $(t_0, s_0)$ is any point in $I_{a}^{b}$.

- $u$ is said to be of total bounded variation if $TV(u, I_{a}^{b}) < \infty$. The class of all functions $u : I_{a}^{b} \to \mathbb{R}$ of total bounded variation is denoted as $BV(I_{a}^{b})$.

Now we present a spatial generalization of the notion of second $\mu$-variation.

Assume $u : I_{a}^{b} \to \mathbb{R}$. Let $\xi := \{t_i\}_{i=0}^{n} \in \Pi_3([a_1, b_1])$, $\eta := \{s_j\}_{j=0}^{m} \in \Pi_3([a_2, b_2])$ and $\mu$ is a real-valued strictly increasing function whose domain includes $[a_1, b_1]$ and $[a_2, b_2]$. We will use the following notations:
For each $s \in [a_2, b_2]$ fixed, set

$$u_\mu[t_{i+1}, t_{i+2}; s] := \frac{u(t_{i+2}, s) - u(t_{i+1}, s)}{\mu(t_{i+2}) - \mu(t_{i+1})},$$

$$\Delta_{10} u_\mu[t_{i+1}, t_{i+2}; s] := u_\mu[t_{i+1}, t_{i+2}; s] - u_\mu[t_i, t_{i+1}; s]$$

and

$$V_{\mu, 2}^{\mu, 2}(u(\cdot, s)) := \sup_{\xi \in \Pi_3([a_1, b_1])} \sum_{i=0}^{n-2} |\Delta_{10} u_\mu[t_{i+1}, t_{i+2}; s]|.$$

(ii) Similarly, for each fixed $t \in [a_1, b_1]$,

$$u_\mu[t; s_{j+1}, s_{j+2}] := \frac{u(t, s_{j+2}) - u(t, s_{j+1})}{\mu(s_{j+2}) - \mu(s_{j+1}),}$$

$$\Delta_{01} u_\mu[t; s_{j+1}, s_{j+2}] := u_\mu[t; s_{j+1}, s_{j+2}] - u_\mu[t; s_j, s_{j+1}]$$

and

$$V_{\mu, 2}^{\mu, 2}(u(t, \cdot)) := \sup_{\eta \in \Pi_3([a_2, b_2])} \sum_{j=0}^{m-2} |\Delta_{01} u_\mu[t; s_{j+1}, s_{j+2}]|.$$

**Definition 3.2.** Let $u : I^b_a \rightarrow \mathbb{R}$ and let $\mu$ be a real-valued strictly increasing function whose domain includes $[a_1, b_1]$ and $[a_2, b_2]$. The second $\mu$-variation of $u$ on $I^b_a$ is defined as

$$V_{\mu, 2}^{\mu, 2}(u, I^b_a) := \sup_{(\xi, \eta)} V_{\mu, 2}^{\mu, 2}(u, \xi \times \eta),$$

where $V_{\mu, 2}^{\mu, 2}(u, \xi \times \eta) := \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} |\Delta_{11}^2 u_\mu(t_i, s_j)|$ with

$$\Delta_{11}^2 u_\mu(t_i, s_j) := \frac{\Delta_{01} u_\mu[t_{i+2}; s_{j+1}, s_{j+2}] - \Delta_{01} u_\mu[t_{i+1}; s_{j+1}, s_{j+2}]}{\mu(t_{i+2}) - \mu(t_{i+1})}$$

$$- \left[ \frac{\Delta_{01} u_\mu[t_{i+1}; s_{j+1}, s_{j+2}] - \Delta_{01} u_\mu[t_i; s_{j+1}, s_{j+2}]}{\mu(t_{i+1}) - \mu(t_i)} \right],$$

the supremum being taken over the set of all partitions $(\xi, \eta) \in \Pi_3([a_1, b_1]) \times \Pi_3([a_2, b_2])$.

The total bi-dimensional second $\mu$-variation of $u$, is defined by

$$TV_{\mu, 2}^{\mu, 2}(u, I^b_a) := V_{\mu, 2}^{\mu, 2}(u, I^b_a) + V_{[a_1, b_1]}^{\mu, 2}(u(\cdot, a_2)) + V_{[a_1, b_1]}^{\mu, 2}(u(\cdot, b_2))$$

$$+ V_{[a_2, b_2]}^{\mu, 2}(u(a_1, \cdot)) + V_{[a_2, b_2]}^{\mu, 2}(u(b_1, \cdot))$$

and a function $u : I^b_a \rightarrow \mathbb{R}$ is said to be of bounded (bi-dimensional) second $\mu$-variation if

$$TV_{\mu, 2}^{\mu, 2}(u, I^b_a) < \infty.$$
The class of all functions \( u \in \mathbb{R}^{I_b^I_a} \) of bounded second \( \mu \)-variation is denoted by \( V^{\mu,2}(I_b^I_a) \); that is,
\[
V^{\mu,2}(I_b^I_a) := \{ u : I_b^I_a \rightarrow \mathbb{R} \mid TV^{\mu,2}(u, I_b^I_a) < \infty \}.
\]

**Remark 3.3.** In order to define \( \Delta^2_{11} \), we only considered combinations of expressions of type \( \Delta_{01} \) (see (3.1)). Actually, \( \Delta^2_{11} \) could have been also defined in the following way:

For each \( j \in \{0, 2, \ldots, m - 2\} \) fixed, we define the function \( \Delta^2_{01}[u]_j^\mu : [a_1, b_1] \rightarrow \mathbb{R} \) as the (second order) difference quotient variation
\[
(3.3) \quad \Delta^2_{01}[u]_j^\mu(t) := \Delta_{01}u_\mu[t; s_j, s_{j+1}].
\]

Then, it is readily seen that
\[
(3.4) \quad \Delta^2_{11}u_\mu(t_i, s_j) = \Delta^2_{01}[u]_j^\mu[t_{i+1}, t_{i+2}] - \Delta^2_{01}[u]_j^\mu[t_i, t_{i+1}]
\]

(we recall that the notation \( f[a, b] \) stands for the difference quotient \( f_\mu[a, b] := (f(b) - f(a))/(\mu(b) - \mu(a)) \) (see (2.1)).

If, instead of proceeding as set forth above, we were chosen to consider the subsequent difference quotients variations of expressions of type \( \Delta_{10} \), then an analogous reasoning would lead us to differences of type
\[
(3.5) \quad \Delta^2_{10}[u]_{i+1}^\mu[s_{j+1}, s_{j+2}] - \Delta^2_{10}[u]_{i+1}^\mu[s_j, s_{j+1}]
\]

but, as it is easy to verify after expanding and regrouping, the difference (3.5) is precisely \( \Delta^2_{11}u_\mu(t_i, s_j) \). Thus our definition of \( V^{\mu,2}(u, I_b^I_a) \) is independent of the choice of either \( \Delta_{01} \) or \( \Delta_{10} \), to perform the subsequent difference quotients variations.

**Example 3.4.** The function \( u(x, y) = (xy)^{2/3} \) has bounded second \( \mu \)-variation on \( I_a^b = [a_1, b_1] \times [a_2, b_2] \), for \( \mu(t) := t^{1/3} \).

**Proof.** Indeed, suppose
\[
\xi := \{t_i\}_{i=0}^n \in \Pi_3([a_1, b_1]) \quad \text{and} \quad \eta := \{s_j\}_{j=0}^m \in \Pi_3([a_2, b_2]).
\]

By Example 2.3 we have

(i) for each \( s \in [a_2, b_2] \) fixed:
\[
V^{\mu,2}_{[a_1, b_1]}(u(\cdot, s)) = \sup_{\xi} \sum_{i=0}^{n-2} \left| \Delta_{10}u_\mu[t_{i+1}, t_{i+2}; s] \right|
\]
\[
= \sup_{\xi} \sum_{i=0}^{n-2} \left| s_i^{1/3} \right| \left( (t_{i+2})^{1/3} + (t_{i+1})^{1/3} - \left( (t_{i+1})^{1/3} + (t_i)^{1/3} \right) \right)
\]
\[
\leq \left| s_i^{1/3} \right| 2(\mu(b_1) - \mu(a_1)) < +\infty.
\]
(ii) Similarly, for each $t \in [a_1, b_1]$:

$$
V_{[a_2, b_2]}^{\mu, 2}(u(t, \cdot)) = \sup_{\eta} \sum_{j=0}^{m-2} |\Delta_{01} u_\mu[t; s_{j+1}, s_{j+2}]| \\
= \sup_{\xi} \sum_{i=0}^{m-2} |t|^2 \left((s_{j+2})^{1/3} + s_{j+1})^{1/3} - \left((s_{j+1})^{1/3} + (s_j)^{1/3}\right)\right| \\
\leq |t|^2 2(\mu(b_2) - \mu(a_2)) < +\infty.
$$

On the other hand,

$$
\Delta_{01} u_\mu[t_{i+2}; s_{j+1}, s_{j+2}] = u_\mu[t_{i+2}; s_{j+1}, s_{j+2}] - u_\mu[t_{i+2}; s_j, s_{j+1}] \\
= (t_{i+2})^{2/3}\left((s_{j+2})^{1/3} + (s_{j+1})^{1/3}\right) - (t_{i+2})^{2/3}\left((s_{j+1})^{1/3} + (s_j)^{1/3}\right) \\
= (t_{i+2})^{2/3}\left((s_{j+2})^{1/3} - (s_j)^{1/3}\right).
$$

Similarly

$$
\Delta_{01} u_\mu[t_{i+1}; s_{j+1}, s_{j+2}] = u_\mu[t_{i+1}; s_{j+1}, s_{j+2}] - u_\mu[t_{i+1}; s_j, s_{j+1}] \\
= (t_{i+1})^{2/3}\left((s_{j+2})^{1/3} - (s_j)^{1/3}\right)
$$

and

$$
\Delta_{01} u_\mu[t_i; s_{j+1}, s_{j+2}] = u_\mu[t_i; s_{j+1}, s_{j+2}] - u_\mu[t_i; s_j, s_{j+1}] \\
= (t_i)^{2/3}\left((s_{j+2})^{1/3} - (s_j)^{1/3}\right).
$$

Hence

$$
\Delta_{11}^2 u_\mu(t_i, s_j) = \frac{\Delta_{01} u_\mu[t_{i+2}; s_{j+1}, s_{j+2}] - \Delta_{01} u_{\mu}[t_{i+1}; s_{j+1}, s_{j+2}]}{u_\mu(t_{i+2}) - u_\mu(t_{i+1})} \\
- \left[\frac{\Delta_{01} u_\mu[t_{i+1}; s_{j+1}, s_{j+2}] - \Delta_{01} u_\mu[t_i; s_{j+1}, s_{j+2}]}{u_\mu(t_{i+1}) - u_\mu(t_i)}\right],
$$

$$
\Delta_{11}^2 u_\mu(t_i, s_j) = \frac{\left((t_{i+2})^{2/3} - (t_{i+1})^{2/3}\right)\left((s_{j+2})^{1/3} - (s_j)^{1/3}\right)}{(t_{i+2})^{1/3} - (t_{i+1})^{1/3}} \\
- \left[\frac{\left((t_{i+1})^{2/3} - (t_i)^{2/3}\right)\left((s_{j+2})^{1/3} - (s_j)^{1/3}\right)}{(t_{i+1})^{1/3} - (t_i)^{1/3}}\right] \\
= \left((t_{i+2})^{1/3} - (t_i)^{1/3}\right)\left((s_{j+2})^{1/3} - (s_j)^{1/3}\right),
$$
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and therefore
\[
\sum_{i=0}^{n-2} \sum_{j=0}^{m-2} |\Delta_{11}^2 u_\mu(t_i, s_j)| = \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} [(t_{i+2})^{1/3} - (t_i)^{1/3}][(s_{j+2})^{1/3} - (s_j)^{1/3}]
\]
\[
= (b_1^{1/3} + (t_n-1)^{1/3} - (t_1)^{1/3} - a_1^{1/3})(b_2^{1/3} + (s_n-1)^{1/3} - (s_1)^{1/3} - a_2^{1/3})
\]
\[
< 2(b_1^{1/3} - a_1^{1/3})2(b_2^{1/3} - a_2^{1/3}) = 4(\mu(b_1) - \mu(a_1))(\mu(b_2) - \mu(a_2)),
\]
(3.6)
\[
V^{\mu,2}(u, I^b_a) = \sup_{(\xi, \eta)} \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} |\Delta_{11}^2 u_\mu(t_i, s_j)|
\]
\[
\leq 4(\mu(b_1) - \mu(a_1))(\mu(b_2) - \mu(a_2)) < +\infty.
\]

From (i), (ii) and (3.6) it follows that
\[
TV^{\mu,2}(u, I^b_a) = V^{\mu,2}(u, I^b_a) + V^{\mu,2}_{[a_1,b_1]}(u(\cdot, a_2)) + V^{\mu,2}_{[a_2,b_2]}(u(b_1, \cdot)) + TV^{\mu,2}(v, I^b_a).
\]

The proof of the following lemma follows in a straightforward manner from the definition.

**Lemma 3.5.** If \( u \) and \( v \) belong to \( V^{\mu,2}(I^b_a) \) and \( \lambda \) is any real constant then
\[
TV^{\mu,2}(\lambda u, I^b_a) = |\lambda|TV^{\mu,2}(u, I^b_a)
\]

and
\[
TV^{\mu,2}(u + v, I^b_a) \leq TV^{\mu,2}(u, I^b_a) + TV^{\mu,2}(v, I^b_a).
\]

**Lemma 3.6.** Let \( u \in V^{\mu,2}(I^b_a) \).

(Monotonicity) If \( c = (c_1, c_2) \) and \( d = (d_1, d_2) \) with \( a_1 < c_1 < d_1 < b_1 \) and \( a_2 < c_2 < d_2 < b_2 \) then
\[
TV^{\mu,2}(u, I^d_c) \leq TV^{\mu,2}(u, I^b_a).
\]

(Semi-additivity) If \( a_1 < x < b_1 \) then
\[
V^{\mu,2}(u, I^{(x,b_2)}_{(a_1,a_2)}) + V^{\mu,2}(u, I^{(b_1,x)}_{(x,a_2)}) \leq V^{\mu,2}(u, I^b_a).
\]

**Proof.** For the sake of brevity, we will omit the proof of part (a) which is similar to the (readily seen) correspondent one for functions in \( BV(I) \) (\( I \subset \mathbb{R} \)), taking into account, of course, the specific bi-dimensional setting.

To prove (b), let \( \xi := \{t_i\}_{i=0}^n \in \Pi_3([a_1, x]) \), \( \tilde{\xi} := \{t_i\}_{i=0}^n \in \Pi_3([x, b_1]) \) and \( \eta := \{s_j\}_{j=0}^r \in \Pi_3([a_2, b_2]) \). Then
\[
\sum_{i=0}^{n-2} \sum_{j=0}^{r-2} |\Delta_{i,j}^{2}u_{\mu}(t_{i}, s_{j})| + \sum_{i=0}^{n-2} \sum_{j=0}^{r-2} |\Delta_{i,j}^{2}u_{\mu}(\tilde{t}_{i}, s_{j})| \\
\leq \sum_{i=0}^{n-2} \sum_{j=0}^{r-2} |\Delta_{i,j}^{2}u_{\mu}(t_{i}, s_{j})| + \sum_{j=0}^{r-2} \left[ \frac{\Delta_{01}u_{\mu}[t_{n}; s_{j+1}, s_{j+2}] - \Delta_{01}u_{\mu}[t_{n-1}; s_{j+1}, s_{j+2}]}{\mu(t_{n}) - \mu(t_{n-1})} \right] \\
\quad + \sum_{i=0}^{n-2} \sum_{j=0}^{r-2} |\Delta_{i,j}^{2}u_{\mu}(\tilde{t}_{i}, s_{j})| \leq V^{\mu,2}(u, I_{a}^{b}).
\]

Therefore

\[
V^{\mu,2}(u, I_{a}^{(x,b_2)}) + V^{\mu,2}(u, I_{(x,a_2)}^{(b_1,b_2)}) \leq V^{\mu,2}(u, I_{a}^{b}).
\]

**Definition 3.7.** By Lemma 3.5, \( V^{\mu,2}(I_{a}^{b}) \) is a linear space. In the sequel, it will be denoted as \( BV^{\mu,2}(I_{a}^{b}) \).

**Definition 3.8.** Let \( \mu : [a, b] \to \mathbb{R} \) be a strictly increasing function. We say that a function \( u : I_{a}^{b} \to \mathbb{R} \) is a \( \mu \)-affine function if there are real constants \( A, B \) and \( C \) such that

\[
u(x, y) = A\mu(x) + B\mu(y) + C.
\]

**Remark 3.9.** Let \( \mu : [a, b] \to \mathbb{R} \) be a strictly increasing function. It is readily seen (by just solving, for \( A, B \) and \( C \), the system of equations determined by the conditions \( u(x_{i}, y_{j}) = A\mu(x_{i}) + B\mu(y_{j}) + C \) that if \( I_{a}^{b} \subset \mathbb{R}^{2} \) is a rectangle and \( u : \mathbb{R}^{2} \to \mathbb{R} \) is any \( \mu \)-affine function then the coefficients of \( u \) depend linearly on the values of \( u \) over the vertices of \( I_{a}^{b} \) (with coefficients depending on \( (\mu(b_{i}) - \mu(a_{i}))^{-1}, i = 1, 2 \) and

\[
\Delta_{11}u[a, b] := u(b_{1}, b_{2}) - u(a_{1}, b_{2}) - u(b_{1}, a_{2}) + u(a_{1}, a_{2}) = 0.
\]

**Theorem 3.10.** Let \( \mu \) be a real-valued strictly increasing function whose domain includes \([a_{1}, b_{1}]\) and \([a_{2}, b_{2}]\). A function \( u : I_{a}^{b} \to \mathbb{R} \) satisfies the conditions \( \Delta_{11}u[a, b] = 0 \) and \( TV^{\mu,2}(u, I_{a}^{b}) = 0 \) then there are constants \( A, B, C \) such that \( u(x, y) = A\mu(x) + B\mu(y) + C \).

**Proof.** If \( TV^{\mu,2}(u, I_{a}^{b}) = 0 \) then, for all \( (x, y) \in (a_{1}, b_{1}) \times (a_{2}, b_{2}) \), the following implications hold:

\[
V^{\mu,2}_{[a_{2}, b_{2}]}(u(a_{1}, \cdot)) = 0 \Rightarrow \frac{u(a_{1}, b_{2}) - u(a_{1}, y)}{\mu(b_{2}) - \mu(y)} = \frac{u(a_{1}, y) - u(a_{1}, a_{2})}{\mu(y) - \mu(a_{2})};
\]
\[ V_{[a_2, b_2]}^{\mu, 2}(u(b_1 \cdot)) = 0 \Rightarrow \frac{u(b_1, b_2) - u(b_1, y)}{\mu(b_2) - \mu(y)} = \frac{u(b_1, y) - u(b_1, a_2)}{\mu(y) - \mu(a_2)}; \]
\[ V_{[a_1, b_1]}^{\mu, 2}(u(\cdot, a_2)) = 0 \Rightarrow \frac{u(b_1, a_2) - u(x, a_2)}{\mu(b_1) - \mu(x)} = \frac{u(x, a_2) - u(a_1, a_2)}{\mu(x) - \mu(a_1)}; \]
\[ V_{[\cdot, b_2]}^{\mu, 2}(u(\cdot, b_2)) = 0 \Rightarrow \frac{u(b_1, b_2) - u(x, b_2)}{\mu(b_1) - \mu(x)} = \frac{u(x, b_2) - u(a_1, b_2)}{\mu(x) - \mu(a_1)}; \]

while \( V^{\mu, 2}(u, I^{b}_{a}) = 0 \) implies
\[
\frac{1}{\mu(b_1) - \mu(x)} \left[ \frac{u(b_1, b_2) - u(b_1, y)}{\mu(b_2) - \mu(y)} - \frac{u(b_1, y) - u(b_1, a_2)}{\mu(y) - \mu(a_2)} \right]
\]
\[
- \left( \frac{u(x, b_2) - u(x, y)}{\mu(b_2) - \mu(y)} - \frac{u(x, y) - u(x, a_2)}{\mu(y) - \mu(a_2)} \right) \right]
\]
\[
= \frac{1}{\mu(x) - \mu(a_1)} \left[ \frac{u(x, b_2) - u(x, y)}{\mu(b_2) - \mu(y)} - \frac{u(x, y) - u(x, a_2)}{\mu(y) - \mu(a_2)} \right]
\]
\[
- \left( \frac{u(a_1, b_2) - u(a_1, y)}{\mu(b_2) - \mu(y)} - \frac{u(a_1, y) - u(a_1, a_2)}{\mu(y) - \mu(a_2)} \right) \right];
\]

The first and fourth summands of this last equality vanish, by virtue of (3.8) and (3.9). Hence, we have
\[
- \frac{1}{\mu(b_1) - \mu(x)} \left[ \frac{u(x, b_2) - u(x, y)}{\mu(b_2) - \mu(y)} - \frac{u(x, y) - u(x, a_2)}{\mu(y) - \mu(a_2)} \right]
\]
\[
= \frac{1}{\mu(x) - \mu(a_1)} \left[ \frac{u(x, b_2) - u(x, y)}{\mu(b_2) - \mu(y)} - \frac{u(x, y) - u(x, a_2)}{\mu(y) - \mu(a_2)} \right]
\]

and solving this equation for \( u(x, y) \), we get
\[ u(x, y) = \left( \frac{\mu(y) - \mu(a_2)}{\mu(b_2) - \mu(a_2)} \right) u(x, b_2) + \left( \frac{\mu(b_2) - \mu(y)}{\mu(b_2) - \mu(a_2)} \right) u(x, a_2). \]

Moreover, making use of (3.10) and (3.11), we obtain the relations
\[ u(x, a_2) = \left( \frac{\mu(x) - \mu(a_1)}{\mu(b_1) - \mu(a_1)} \right) u(b_1, a_2) + \left( \frac{\mu(b_1) - \mu(x)}{\mu(b_1) - \mu(a_1)} \right) u(a_1, a_2) \]
and
\[ u(x, b_2) = \left( \frac{\mu(x) - \mu(a_1)}{\mu(b_1) - \mu(a_1)} \right) u(b_1, b_2) + \left( \frac{\mu(b_1) - \mu(x)}{\mu(b_1) - \mu(a_1)} \right) u(a_1, b_2), \]

which, combined with (3.12) yields
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\[
\frac{\Delta_{11} u[a, b]}{(\mu(b_2) - \mu(a_2))(\mu(b_1) - \mu(a_1))}
\]

which is zero, by hypothesis. Thus \( u \) must be a \( \mu \)-affine function. ■

Based on Theorem 3.10, and in the discussion previous to it, the following
definition is now natural.

**Definition 3.11.** For any \( u \in BV^{\mu,2}(I^b_a) \) define

\[
\|u\| := \Sigma |u|[a, b] + TV^{\mu,2}(u, I^b_a),
\]

where \( \Sigma |u|[a, b] := |u(a_1, a_2)| + |u(b_1, b_2)| + |u(a_1, b_2)| + |u(b_1, a_2)|. \)

**Corollary 3.12.** \( \| \cdot \| \) is a norm on \( BV^{\mu,2}(I^b_a) \).

**Proof.** Let \( u \in BV^{\mu,2}(I^b_a) \). By definition \( \|u\| \geq 0 \) and clearly \( u = 0 \) implies \( \|u\| = 0 \). On the other hand, if \( \|u\| = 0 \), then \( TV^{\mu,2}(u, I^b_a) = 0 \) and \( |\Delta_{11} u[a, b]| \leq \Sigma |u|[a, b] = 0 \). It follows, by (3.13), that \( u \equiv 0 \).

On the other hand, the properties:

\[
(P_2) \ \forall \alpha \in \mathbb{R} : \|\alpha u\| = |\alpha|\|u\| \quad \text{and} \\
(P_3) \ \|u + v\| \leq \|u\| + \|v\|, \quad (u, v \in BV^{\mu,2}(I^b_a))
\]

follow readily from the definition and the properties of the functionals of
modulus \( (\| \|) \) and supremum \( (\sup) \). ■

In the following proposition, we present a result which will be fundamental
to present \( BV^{\mu,2}(I^b_a) \) as a Banach space. The result asserts that the functions in the unit ball of \( BV^{\mu,2} \) are (uniformly) majorized by a single function \( h \) (a second degree polynomial-like function on \( \mu(x) \) and \( \mu(y) \), whose coefficients depend only on the values of \( \mu \) at the end points of \( I^b_a \)). Despite
the fact that this result allows us to prove that $BV^{\mu,2}(I^b_a)$ is a Banach space, the result might be of some interest in itself.

**Proposition 3.13.** Let $\mu$ be a real-valued strictly increasing continuous function whose domain includes $[a_1, b_1]$ and $[a_2, b_2]$. There is a continuous function $h : \mathbb{R}^2 \to \mathbb{R}$ of the form $\sum_{i=0}^{2} \sum_{j=0}^{2} a_{ij} \mu(x)^i \mu(y)^j$, with $a_{ij} \in \mathbb{R}$, such that for all $u \in BV^{\mu,2}(I^b_a)$

$$|u(x, y)| \leq h(x, y) \|u\| \text{ for all } (x, y) \in I^b_a.$$  

In particular, $BV^{\mu,2}(I^b_a)$ is a subspace of $\mathcal{B}(I^b_a)$, the Banach space of all bounded functions on $I^b_a$ with the sup norm.

**Proof.** Let $u$ be in $BV^{\mu,2}(I^b_a)$. Put $\delta_1 := \mu(b_1) - \mu(a_1)$ and $\delta_2 := \mu(b_2) - \mu(a_2)$. Then, by (3.2) and Definition (3.14) for all $(x, y) \in (a_1, b_1) \times (a_2, b_2)$, we have the following inequalities

\begin{align*}
(3.15) \quad & \frac{|u(a_1, b_2) - u(a_1, y)|}{\mu(b_2) - \mu(y)} - \frac{|u(a_1, y) - u(a_1, a_2)|}{\mu(y) - \mu(a_2)} \leq \|u\|; \\
(3.16) \quad & \frac{|u(b_1, b_2) - u(b_1, y)|}{\mu(b_2) - \mu(y)} - \frac{|u(b_1, y) - u(b_1, a_2)|}{\mu(y) - \mu(a_2)} \leq \|u\|; \\
(3.17) \quad & \frac{|u(b_1, a_2) - u(x, a_2)|}{\mu(b_1) - \mu(x)} - \frac{|u(x, a_2) - u(a_1, a_2)|}{\mu(x) - \mu(a_1)} \leq \|u\|; \\
(3.18) \quad & \frac{|u(b_1, b_2) - u(x, b_2)|}{\mu(b_1) - \mu(x)} - \frac{|u(x, b_2) - u(a_1, b_2)|}{\mu(x) - \mu(a_1)} \leq \|u\|;
\end{align*}

whereas $V^{\mu,2}(u, I^b_a) \leq \|u\|$ implies

\begin{align*}
(3.19) \quad & \frac{1}{\mu(b_1) - \mu(x)} \left[ \frac{|u(b_1, b_2) - u(b_1, y)|}{\mu(b_2) - \mu(y)} - \frac{|u(b_1, y) - u(b_1, a_2)|}{\mu(y) - \mu(a_2)} \\
& - \left( \frac{|u(x, b_2) - u(x, y)|}{\mu(b_2) - \mu(y)} - \frac{|u(x, y) - u(x, a_2)|}{\mu(y) - \mu(a_2)} \right) \right] \\
& - \frac{1}{\mu(x) - \mu(a_1)} \left[ \frac{|u(x, b_2) - u(x, y)|}{\mu(b_2) - \mu(y)} - \frac{|u(x, y) - u(x, a_2)|}{\mu(y) - \mu(a_2)} \\
& - \left( \frac{|u(a_1, b_2) - u(a_1, y)|}{\mu(b_2) - \mu(y)} - \frac{|u(a_1, y) - u(a_1, a_2)|}{\mu(y) - \mu(a_2)} \right) \right] \leq \|u\|.
\end{align*}

Now, (3.17), in turn, implies

\begin{align*}
(3.20) \quad & \frac{\delta_1}{(\mu(b_1) - \mu(x)) (\mu(x) - \mu(a_1))} |u(x, a_2)| \\
& \leq \|u\| + \frac{|u(b_1, a_2)|}{\mu(b_1) - \mu(x)} + \frac{|u(a_1, a_2)|}{\mu(x) - \mu(a_1)}
\end{align*}
or

\[ |u(x, a_2)| \leq \left( \frac{\mu(b_1) - \mu(x)}{\delta_1} \right) (\mu(x) - \mu(a_1)) \|u\| \]
\[ + \left| \frac{(\mu(x) - \mu(a_1))u(b_1, a_2)}{\delta_1} \right| + \left| \frac{(\mu(b_1) - \mu(x))u(a_1, a_2)}{\delta_1} \right|. \]

Similarly, (3.18) implies

\[ |u(x, b_2)| \leq \left( \frac{\mu(b_1) - \mu(x)}{\delta_1} \right) (\mu(x) - \mu(a_1)) \|u\| \]
\[ + \left| \frac{(\mu(x) - \mu(a_1))u(b_1, b_2)}{\delta_1} \right| + \left| \frac{(\mu(b_1) - \mu(x))u(a_1, b_2)}{\delta_1} \right|. \]

On the other hand, from inequality (3.20)

\[
\left| \frac{\delta_1 \delta_2 u(x, y)}{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2))} \right|
\leq \|u\| + \left| \frac{u(a_1, b_2) - u(a_1, y)}{(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))} - \frac{u(a_1, y) - u(a_1, a_2)}{(\mu(x) - \mu(a_1))(\mu(y) - \mu(a_2))} \right|
\[ + \left| \frac{u(b_1, b_2) - u(b_1, y)}{(\mu(b_1) - \mu(x))(\mu(b_2) - \mu(y))} - \frac{u(b_1, y) - u(b_1, a_2)}{(\mu(b_1) - \mu(x))(\mu(y) - \mu(a_2))} \right|
\[ + \left| \frac{\delta_1 u(x, b_2)}{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))} \right|
\[ + \left| \frac{\delta_1 u(x, a_2)}{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(y) - \mu(a_2))} \right|
\]

and from this, by (3.15) and (3.16), we get

\[
\left| \frac{\delta_1 \delta_2 u(x, y)}{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2))} \right|
\leq \|u\| + \frac{\|u\|}{\mu(x) - \mu(a_1)} + \frac{\|u\|}{\mu(b_1) - \mu(x)}
\[ + \left| \frac{\delta_1 u(x, b_2)}{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))} \right|
\[ + \left| \frac{\delta_1 u(x, a_2)}{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(y) - \mu(a_2))} \right|. \]
or equivalently
\[
|u(x, y)| \leq \frac{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2))}{\delta_1 \delta_2} \|u\|
\]
\[
+ \frac{\mu(b_1) - \mu(x))((b_2) - \mu(y))(\mu(y) - \mu(a_2))}{\delta_1 \delta_2} \|u\|
\]
\[
+ \frac{(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2))}{\delta_1 \delta_2} \|u\|
\]
\[
+ \frac{(\mu(y) - \mu(a_2))(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))}{\delta_2 \delta_1} \|u\|
\]
\[
+ \frac{(\mu(y) - \mu(a_2))(\mu(b_1) - \mu(x))}{\delta_1} \|u\|
\]
\[
+ \frac{(\mu(b_2) - \mu(y))(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))}{\delta_2 \delta_1} \|u\|
\]
\[
+ \frac{(\mu(b_2) - \mu(y))(\mu(b_1) - \mu(x))}{\delta_2 \delta_1} \|u\|.
\]
Taking into account (3.20), (3.21) and the fact that \(\Sigma|u|_{[a, b]} \leq \|u\|\), we obtain
\[
(3.22) \quad |u(x, y)| \leq \left[ \frac{(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2))}{\delta_1 \delta_2} \|u\|
\]
\[
+ \frac{\mu(b_1) - \mu(x))((b_2) - \mu(y))(\mu(y) - \mu(a_2))}{\delta_1 \delta_2} \|u\|
\]
\[
+ \frac{(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2))}{\delta_1 \delta_2} \|u\|
\]
\[
+ \frac{(\mu(y) - \mu(a_2))(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))}{\delta_2 \delta_1} \|u\|
\]
\[
+ \frac{(\mu(y) - \mu(a_2))(\mu(b_1) - \mu(x))}{\delta_1} \|u\|
\]
\[
+ \frac{(\mu(b_2) - \mu(y))(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))}{\delta_2 \delta_1} \|u\|
\]
\[
+ \frac{(\mu(b_2) - \mu(y))(\mu(b_1) - \mu(x))}{\delta_2 \delta_1} \|u\| \right] \|u\|.
\]

Finally, by regrouping the right hand side of this inequality, we may define
\[
h(x, y) := 1 + \delta_1^{-1}\delta_2^{-1}(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1))(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2))
\]
\[
+ \delta_1^{-1}(\mu(b_1) - \mu(x))(\mu(x) - \mu(a_1)) + \delta_2^{-1}(\mu(b_2) - \mu(y))(\mu(y) - \mu(a_2)).
\]
Now, any point in the boundary of \(I_a^b\) which is not a vertex must satisfy, respectively, one of the inequalities (3.15), (3.16), (3.17) or (3.18), and so (3.22) holds also for those points. On the other hand, if \((x_0, y_0)\) is a vertex
then \( h(x_0, y_0) = 1 \) and since \( |u(x_0, y_0)| \leq \Sigma |u|_{[a, b]} \leq \|u\| \), the condition (3.22) actually holds for every \((x, y) \in [a_1, b_1] \times [a_2, b_2]\). This finishes the proof. ■

**Corollary 3.14.** If \( m \) is a real-valued strictly increasing bounded function whose domain includes \([a_1, b_1]\) and \([a_2, b_2]\) then \( BV^{\mu, 2}(I^b_a) \) is a Banach space.

**Proof.** Suppose that \( \{u_r\}_{r \geq 1} \) is a Cauchy sequence in \( BV^{\mu, 2}(I^b_a) \) and let \( h \) be the function given by Proposition 3.13. Then, for all \((x, y) \in I^b_a\) and all \( r, s \in \mathbb{N} \), we have

\[
| (u_r - u_s)(x, y) | \leq \sup_{(x, y) \in I^b_a} h(x, y) \| u_r - u_s \|.
\]

Thus, \( \{u_r\}_{r \geq 1} \) is a Cauchy sequence in \( B(I^b_a) \) and therefore there is \( u \in B(I^b_a) \) such that \( \| u_r - u \|_\infty \to 0 \). Fix \( \epsilon > 0 \). Since \( \{u_r\}_{r \geq 1} \) is a Cauchy sequence in \( BV^{\mu, 2}(I^b_a) \), there is \( \rho \in \mathbb{N} \) such that for all \( r, s > \rho \) and all \( \xi_0 = \{t_i^0\}_{i=1}^{n_0} \in \Pi_3[a_1, b_1] \), \( \eta_0 = \{s_j^0\}_{j=1}^{m_0} \in \Pi_3[a_2, b_2] \):

\[
\epsilon > TV^{\mu, 2}(u_r - u_s, I^b_a) \geq V^{\mu, 2}(u_r - u_s, I^b_a)
\]

\[
\geq \sup \left\{ \sum_{i=0}^{n_0-2} \sum_{j=0}^{m_0-2} \left| \Delta_{i}^2(u_r - u_s)_\mu(t_i^0, s_j^0) \right| : \xi = \{t_i^0\}_{i=1}^{n_0} \in \Pi_3[a_1, b_1], \eta = \{s_j^0\}_{j=1}^{m_0} \in \Pi_3[a_2, b_2] \right\}
\]

\[
\geq \sum_{i=0}^{n_0-2} \sum_{j=0}^{m_0-2} \left| \Delta_{i}^2(u_r - u_s)_\mu(t_i^0, s_j^0) \right|.
\]

It follows that, for all \( r > \rho \) and all \( \xi_0 = \{t_i^0\}_{i=1}^{n_0} \in \Pi_3[a_1, b_1] \), \( \eta_0 = \{s_j^0\}_{j=1}^{m_0} \in \Pi_3[a_2, b_2] \):

\[
\epsilon \geq \lim_{s \to \infty} \sum_{i=0}^{n_0-2} \sum_{j=0}^{m_0-2} \left| \Delta_{i}^2(u_r - u_s)_\mu(t_i^0, s_j^0) \right|
= \sum_{i=0}^{n_0-2} \sum_{j=0}^{m_0-2} \left| \Delta_{i}^2(u_r - u)_\mu(t_i^0, s_j^0) \right|.
\]

Consequently, for all \( r > \rho \)

\[
V^{\mu, 2}(u_r - u, I^b_a) = \sup_{(\xi, \eta)} \sum_{i=0}^{n_0-2} \sum_{j=0}^{m_0-2} \left| \Delta_{i}^2(u_r - u)_\mu(t_i, s_j) \right| \leq \epsilon.
\]

A similar procedure, applied to the rest of the summands of \( TV^{\mu, 2}(u_r - u_s) \), implies that for all \( r > \rho \)

\[
TV^{\mu, 2}(u_r - u, I^b_a) \leq 5\epsilon,
\]

\[
\frac{1}{\rho} \left( \sum_{i=0}^{n_0-2} \sum_{j=0}^{m_0-2} \left| \Delta_{i}^2(u_r - u)_\mu(t_i, s_j) \right| \right) \leq \epsilon.
\]

\[
TV^{\mu, 2}(u_r - u_n, I^b_a) \leq 5\epsilon.
\]
which, in turn, implies \( u \in BV^{\mu,2}(I^b_a) \) and (since \( u_r \to u \) pointwise in \( I^b_a \))
\[
\lim_{r \to \infty} \|u_r - u\| = 0.
\]

We conclude that \( BV^{\mu,2}(I^b_a) \) is a Banach space. ■

4. Factorizable functions in \( BV^{\mu,2}(I^b_a) \)

In this section, we will study a distinguished subfamily of \( BV^{\mu,2}(I^b_a) \).

**Definition 4.1.** A function \( u : I^b_a \to \mathbb{R} \) is said to be factorizable if it can be expressed as the product of two non-zero functions \( g : [a_1, b_1] \to \mathbb{R} \) and \( h : [a_2, b_2] \to \mathbb{R} \); i.e.,
\[
u(t, s) = g(t)h(s); \quad g \neq 0 \quad h \neq 0.
\]

**Remark 4.2.** Based on the definitions, it is readily seen that a factorizable function \( u : I^b_a \to \mathbb{R} \) is of bounded variation if and only if each factor is of (one-dimensional) bounded variation.

**Lemma 4.3.** If \( u : I^b_a \to \mathbb{R} \) with \( u(t, s) = g(t)h(s) \) and \( \mu \) is a real-valued strictly increasing function whose domain includes \([a_1, b_1]\) and \([a_2, b_2]\) then for any partitions \( \{t_i\}_{i=0}^n \in \Pi_3([a_1, b_1]) \) and \( \{s_j\}_{j=0}^m \in \Pi_3([a_2, b_2]) \), we have
\[
\Delta_{11}^2 u_\mu(t_i, s_j) = \left( g_\mu(t_{i+1}, t_{i+2}) - g_\mu(t_i, t_{i+1}) \right) \left( h_\mu(s_{j+1}, s_{j+2}) - h_\mu(s_j, s_{j+1}) \right).
\]

**Proof.** Indeed:
\[
\Delta_{11}^2 u_\mu(t_i, s_j) = \Delta_{11}(gh)_\mu(t_i, s_j)
\]
\[
= \frac{\Delta_{01}(gh)_\mu(t_{i+2}; s_{j+1}, s_{j+2}) - \Delta_{01}(gh)_\mu(t_{i+1}; s_{j+1}, s_{j+2})}{\mu(t_{i+2}) - \mu(t_{i+1})}
\]
\[
- \left[ \frac{\Delta_{01}(gh)_\mu(t_{i+1}; s_{j+1}, s_{j+2}) - \Delta_{01}(gh)_\mu(t_i; s_{j+1}, s_{j+2})}{\mu(t_{i+1}) - \mu(t_i)} \right]
\]
\[
= \left[ \frac{g(t_{i+2})h(s_{j+2}) - g(t_{i+2})h(s_{j+1})}{(\mu(t_{i+2}) - \mu(t_{i+1}))(\mu(s_{j+2}) - \mu(s_{j+1}))} \right]
\]
\[
- \left[ \frac{g(t_{i+1})h(s_{j+2}) - g(t_{i+1})h(s_{j+1})}{(\mu(t_{i+2}) - \mu(t_{i+1}))(\mu(s_{j+2}) - \mu(s_{j+1}))} \right]
\]
\[
- \left[ \frac{g(t_{i+1})h(s_{j+1}) - g(t_{i+1})h(s_{j})}{(\mu(t_{i+2}) - \mu(t_{i+1}))(\mu(s_{j+1}) - \mu(s_{j}))} \right]
\]
\[-\left[ \frac{g(t_{i+1})h(s_{j+2}) - g(t_{i+1})h(s_{j+1})}{(\mu(t_{i+1}) - \mu(t_i))(\mu(s_{j+2}) - \mu(s_{j+1}))} - \frac{g(t_{i+1})h(s_{j+1}) - g(t_{i+1})h(s_j)}{(\mu(t_{i+1}) - \mu(t_i))(\mu(s_{j+1}) - \mu(s_j))} \right] + \left[ \frac{g(t_i)h(s_{j+2}) - g(t_i)h(s_{j+1})}{(\mu(t_{i+1}) - \mu(t_i))(\mu(s_{j+2}) - \mu(s_{j+1}))} - \frac{g(t_i)h(s_{j+1}) - g(t_i)h(s_j)}{(\mu(t_{i+1}) - \mu(t_i))(\mu(s_{j+1}) - \mu(s_j))} \right] = (g_\mu_{[t_{i+1}, t_{i+2}]} - g_\mu_{[t_i, t_{i+1}]}) (h_\mu_{[s_{j+1}, s_{j+2}]} - h_\mu_{[s_j, s_{j+1}]})\]

and the result follows. ■

Now we present the main theorem of this section.

**Theorem 4.4.** A factorizable function \( u : I_a^b \rightarrow \mathbb{R} \) is of bounded second \( \mu \)-variation if and only if each factor is of (one-dimensional) bounded second \( \mu \)-variation.

**Proof.** Let \( \xi := \{t_i\}_{i=0}^n \in \Pi_3([a_1, b_1]) \), \( \eta := \{s_j\}_{j=0}^m \in \Pi_3([a_2, b_2]) \) and let \( \mu \) be a real-valued strictly increasing function whose domain includes \([a_1, b_1]\) and \([a_2, b_2]\). Then if \( u = g \cdot h \), we have for \( s \in [a_2, b_2] \)

\[
|\Delta_{10} u_\mu_{[t_{i+1}, t_{i+2}; s]}| = \left| \frac{g(t_{i+2})h(s) - g(t_{i+1})h(s)}{\mu(t_{i+2}) - \mu(t_{i+1})} - \frac{g(t_{i+1})h(s) - g(t_{i})h(s)}{\mu(t_{i+1}) - \mu(t_{i})} \right| = |h(s)| \left| \frac{g(t_{i+2}) - g(t_{i+1})}{\mu(t_{i+2}) - \mu(t_{i+1})} - \frac{g(t_{i+1}) - g(t_{i})}{\mu(t_{i+1}) - \mu(t_{i})} \right|,
\]

and for \( t \in [a_1, b_1] \)

\[
|\Delta_{01} u_\mu_{[t; s_{j+1}, s_{j+2}]}| = \left| \frac{g(t)h(s_{j+2}) - g(t)h(s_{j+1})}{\mu(s_{j+2}) - \mu(s_{j+1})} - \frac{g(t)h(s_{j+1}) - g(t)h(s_j)}{\mu(s_{j+1}) - \mu(s_j)} \right| = |g(t)| \left| \frac{h(s_{j+2}) - h(s_{j+1})}{\mu(s_{j+2}) - \mu(s_{j+1})} - \frac{h(s_{j+1}) - h(s_j)}{\mu(s_{j+1}) - \mu(s_j)} \right|.
\]

If \( u = g \cdot h \in BV^{\mu,2}(I_a^b) \), then by definition of \( TV^{\mu,2}(u, I_a^b) \)

\[
\sup_{\xi} \sum_{i=0}^{n-2} |\Delta_{10} u_\mu_{[t_{i+1}, t_{i+2}; a_2]}| = \sup_{\xi} \sum_{i=0}^{n-2} |h(a_2)| |g_\mu_{[t_{i+1}, t_{i+2}]} - g_\mu_{[t, t_{i+1}]}| \leq TV^{\mu,2}(u, I_a^b) < \infty,
\]

\[
\sum_{\eta} \sum_{j=0}^{m-2} |\Delta_{01} u_\mu_{[a_1; s_{j+1}, s_{j+2}]}| = \sum_{\eta} \sum_{j=0}^{m-2} |g(a_1)| |h_\mu_{[s_{j+1}, s_{j+2}]} - h_\mu_{[s_j, s_{j+1}]}| \leq TV^{\mu,2}(u, I_a^b) < \infty.
\]

Therefore \( g \in BV^{\mu,2}([a_1, b_1]) \) and \( h \in BV^{\mu,2}([a_2, b_2]) \).
Conversely, if \( u = g \cdot h \) with \( g \in BV^{\mu,2}([a_1, b_1]) \) and \( h \in BV^{\mu,2}([a_2, b_2]) \) then

\[
TV^{\mu,2}(u, I_a^b) = \sup_{(\xi, \eta) \in \Pi_3([a_1, b_1])} \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} |g_\mu[t_{i+1}, t_{i+2}] - g_\mu[t_i, t_{i+1}]| |h_\mu[s_{j+1}, s_{j+2}] - h_\mu[s_j, s_{j+1}]| \\
+ \sup_{\xi \in \Pi_3([a_1, b_1])} \sum_{i=0}^{n-2} |h(a_2)| |g_\mu[t_{i+1}, t_{i+2}] - g_\mu[t_i, t_{i+1}]| \\
+ \sup_{\xi \in \Pi_3([a_1, b_1])} \sum_{i=0}^{n-2} |h(b_2)| |g_\mu[t_{i+1}, t_{i+2}] - g_\mu[t_i, t_{i+1}]| \\
+ \sup_{\eta \in \Pi_3([a_2, b_2])} \sum_{j=0}^{m-2} |g(a_1)| |h_\mu[s_{j+1}, s_{j+2}] - h_\mu[s_j, s_{j+1}]| \\
+ \sup_{\eta \in \Pi_3([a_2, b_2])} \sum_{j=0}^{m-2} |g(b_1)| |h_\mu[s_{j+1}, s_{j+2}] - h_\mu[s_j, s_{j+1}]| \\
= V^{\mu,2}(g; [a_1, b_1]) V^{\mu,2}(h; [a_2, b_2]) + 2 \max\{|h(a_2)|, |h(b_2)|\} V^{\mu,2}(g; [a_1, b_1]) \\
+ 2 \max\{|g(a_1)|, |g(b_1)|\} V^{\mu,2}(h; [a_2, b_2]) < \infty. \]

5. Relation with Riemann–Stieltjes integrals

In this section, we will present a result that relates the notion of bounded second \( \mu \)-variation and (double) indefinite Riemann–Stieltjes integrals of functions in \( BV(I_a^b) \). This generalizes Proposition 2.4.

**Remark 5.1.** If \( f \in BV(I_a^b) \) is a continuous function and \( \mu \) is a real-valued strictly increasing bounded function whose domain includes \([a_1, b_1]\) and \([a_2, b_2]\), then for all \((\tau, \sigma) \in I_a^b\), \( f \) is integrable over \( I_{\tau \sigma} := [a_1, \tau] \times [a_2, \sigma] \) and its integral over \( I_{\tau \sigma} \) is equal to the iterate integral \( \int_{a_1}^{\tau} \int_{a_2}^{\sigma} f(t, s) \, d\mu(s) \, d\mu(t) = \int_{a_2}^{\sigma} \int_{a_1}^{\tau} f(t, s) \, d\mu(t) \, d\mu(s) \) ([9, Chapter III]). In this case, if we set

\[
F(\tau, \sigma) := \int_{a_1}^{\tau} \int_{a_2}^{\sigma} f(t, s) \, d\mu(s) \, d\mu(t)
\]

then, for all \( a_1 \leq \tau \leq b_1 \) and \( a_2 \leq \sigma_1 < \sigma_2 \leq b_2 \), the (uniform) continuity of \( f \) implies that

\[
F(\tau, \sigma_2) - F(\tau, \sigma_1) = \int_{a_1}^{\tau} \int_{\sigma_1}^{\sigma_2} f(t, s) \, d\mu(s) \, d\mu(t) \leq (\mu(\sigma_2) - \mu(\sigma_1)) \int_{a_1}^{\tau} f(t, c^*) \, d\mu(t)
\]

for some \( c^* \in (\sigma_1, \sigma_2) \).
We will use identity (5.1) reiteratively in the proof of the next proposition.

**Theorem 5.2.** If \( f \in BV(I^b_a) \) is a continuous function, \( \mu \) is a real-valued strictly increasing function whose domain includes \([a_1, b_1]\) and \([a_2, b_2]\), and \( F(\tau, \sigma) := \int_{a_1}^{\tau} \int_{a_2}^{\sigma} f(t, s) \, d\mu(s) \, d\mu(t) \) then \( V^{\mu,2}(F, I^b_a) \leq V(f, I^b_a) \) and \( F \in BV^{\mu,2}(I^b_a) \).

**Proof.** Let \( \xi := \{t_i\}_{i=0}^n \in \Pi_3([a_1, b_1]), \eta := \{s_j\}_{j=0}^m \in \Pi_3([a_2, b_2]) \). By (5.1)

\[
\Delta^2_{01}[F]_{j+1}^{\mu}[t_{i+1}, t_{i+2}] = \left[ \frac{F(t_{i+2}, s_{j+2}) - F(t_{i+2}, s_{j+1})}{\mu(t_{i+2}) - \mu(t_{i+1})} - \frac{F(t_{i+2}, s_{j+1}) - F(t_{i+2}, s_{j})}{\mu(t_{i+2}) - \mu(t_{i+1})} \right] \int_{a_1}^{t_{i+2}} \frac{\int_{a_2}^{s_{j+1}} f(t, s) \, d\mu(s)}{\mu(s_{j+2}) - \mu(s_{j+1})} \, d\mu(t) \\
- \frac{1}{\mu(t_{i+2}) - \mu(t_{i+1})} \int_{a_1}^{t_{i+2}} \int_{a_2}^{s_{j+1}} f(t, s) \, d\mu(s) \, d\mu(t).
\]

Similarly

\[
\Delta^2_{01}[F]_{j+1}^{\mu}[t_{i}, t_{i+1}] = \left[ \frac{F(t_{i+1}, s_{j+2}) - F(t_{i+1}, s_{j+1})}{\mu(t_{i+1}) - \mu(t_i)} - \frac{F(t_{i+1}, s_{j+1}) - F(t_{i+1}, s_{j})}{\mu(t_{i+1}) - \mu(t_i)} \right] \int_{a_1}^{t_{i+1}} \frac{\int_{a_2}^{s_{j+1}} f(t, s) \, d\mu(s)}{\mu(s_{j+2}) - \mu(s_{j+1})} \, d\mu(t) \\
- \frac{1}{\mu(t_{i+1}) - \mu(t_i)} \int_{a_1}^{t_{i+1}} \int_{a_2}^{s_{j+1}} f(t, s) \, d\mu(s) \, d\mu(t).
\]

Hence, using the notation as indicated in Remark 5.1, we have

\[
\Delta^2_{01}[F]_{j+1}^{\mu}[t_{i+1}, t_{i+2}] = \frac{1}{\mu(t_{i+2}) - \mu(t_{i+1})} \int_{a_1}^{t_{i+2}} f(t, s_{j+2}) \, d\mu(t) \\
- \frac{1}{\mu(t_{i+2}) - \mu(t_{i+1})} \int_{a_1}^{t_{i+2}} f(t, s_{j+2}) \, d\mu(t).
\]

Analogously

\[
\Delta^2_{01}[F]_{j+1}^{\mu}[t_{i}, t_{i+1}] = \frac{1}{\mu(t_{i+1}) - \mu(t_i)} \int_{a_1}^{t_{i+1}} f(t, s'_{j+2}) \, d\mu(t) \\
- \frac{1}{\mu(t_{i+1}) - \mu(t_i)} \int_{a_1}^{t_{i+1}} f(t, s'_{j+2}) \, d\mu(t).
\]
Therefore
\[
V^{\mu,2}(F, I_a^b) = \sup_{(\xi, \eta)} \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} |\Delta_{ij}^2 F_{\mu}(t, s_j)|
\]
\[
= \sup_{(\xi, \eta)} \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} \left| \Delta_{01}^2 [F]_{j+1}^{\mu} [t_{i+1}, t_{i+2}] - \Delta_{01}^2 [F]_{j+1}^{\mu} [t_i, t_{i+1}] \right|
\]
\[
= \sup_{(\xi, \eta)} \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} \frac{1}{\mu(t_{i+2}) - \mu(t_{i+1})} \int_{t_{i+1}}^{t_{i+2}} f(t, s_j^*) - f(t, s_{j+1}^*) d\mu(t)
\]
\[
- \frac{1}{\mu(t_{i+1}) - \mu(t_i)} \int_{t_i}^{t_{i+1}} f(t, s_j^*) - f(t, s_{j+1}^*) d\mu(t)
\]
\[
= \sup_{(\xi, \eta)} \sum_{i=0}^{n-2} \sum_{j=0}^{m-2} |f(t_{i+2}, s_j^*) - f(t_{i+2}, s_{j+1}^*)|
\]
\[
- f(t_{i+1}, s_j^*) + f(t_{i+1}, s_{j+1}^*) \leq V(f, I_a^b).
\]
We conclude that \(V^{\mu,2}(F, I_a^b) \leq V(f, I_a^b) < +\infty\).

Now, since by definition \(F(a_1, s) = F(t, a_2) = 0\) for all \((t, s) \in I_a^b\), we must have \(V^{\mu,2}_{[a_2, b_2]}(F(a_1, \cdot)) = V^{\mu,2}_{[a_1, b_1]}(F(\cdot, a_2)) = 0\). On the other hand, using (5.1) and the mean value theorem, we get
\[
V^{\mu,2}_{[a_2, b_2]}(F(b_1, \cdot)) = \sup_{\eta} \sum_{j=0}^{m-2} |\Delta_{01} F_{\mu} [b_1; s_{j+1}, s_{j+2}]|
\]
\[
= \sup_{\eta} \sum_{j=0}^{m-2} \left| \frac{F(b_1, s_{j+2}) - F(b_1, s_{j+1})}{\mu(s_{j+2}) - \mu(s_{j+1})} - \frac{F(b_1, s_{j+1}) - F(b_1, s_{j})}{\mu(s_{j+1}) - \mu(s_{j})} \right|
\]
\[
= \sup_{\eta} \sum_{j=0}^{m-2} \left| \int_{a_1}^{b_1} [f(t, s_{j+2}^*) - f(t, s_{j+1}^*)] d\mu(t) \right|
\]
\[
= (\mu(b_1) - \mu(a_1)) \sup_{\eta} \sum_{j=0}^{m-2} |f(c, s_{j+2}^*) - f(c, s_{j+1}^*)|
\]
\[
\leq (\mu(b_1) - \mu(a_1)) TV(f_a) (I_a^b) < +\infty
\]
by ([6, Proposition 2.3]). A similar estimate holds for \(V^{\mu,2}_{[a_1, b_1]}(F(\cdot, b_2))\). We conclude that \(F \in BV^{\mu,2}(I_a^b)\).

We would like to thank the reviewer of our initial manuscript by his/her work and valuable comments that have improved the quality of this paper.
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