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Abstract: The paper presents a concrete study of the existence of generalized and potential symmetries for the
1+1 dimensional version of the Rudenko–Robsman equation, an interesting fourth-order partial differential
equation that describes the evolution of nonlinear waves in a dispersive medium. As the main results, the
existence of a two-parameter algebra of generalized symmetries and of an infinite-dimensional algebra
when potential symmetries are taken into account is proven.
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1. Introduction

Symmetry-group methods and their recent generalizationsproved to be useful in establishing complete integrabilityof certain systems of differential equations [1–3]: They al-low us to understand the dynamics of concrete physicalsystems, to compute their conservation laws, as well as toconstruct exact solutions. For physicists, these results arevery important in the study of concrete nonlinear dynam-ical systems with a finite or an infinite number of degreesof freedom. In recent years considerable attention hasbeen devoted to applications of symmetry-group methodsto a large variety of physical phenomena described bysecond- or third-order nonlinear partial differential equa-tions, but relatively few complete results have been ob-tained for fourth-order evolution equations. For example,
∗E-mail: alinusha_b@yahoo.com

the Calabi flow equation has been studied, which appearsin general relativity for describing spherical gravitationalwaves in vacuum. Another fourth-order equation with im-portant physical applications is the Bretherton equation,which describes the propagation of an air finger into achannel with a rigid wall [4].Recently, we initiated the study of symmetry propertiesand invariant quantities for some fourth-order equationsarising in physics [5], using the general methodology pre-sented in [6] and [7]. This paper intends to give a descrip-tion of all arbitrary-order generalized symmetries for theRudenko–Robsman (RR) equation
wt = αwwx − βwxxxx , (1)

as an alternative approach to study special classes of so-lutions and possible nontrivial linearizations of this model.The RR equation was introduced in 2002 for describingthe nonlinear wave propagation in scattering media that
995



Generalized and potential symmetries of the Rudenko–Robsman equation

are characterized by weak sound-signal attenuation pro-portional to the fourth power of frequency in a coordinatesystem moving at the speed of sound [8]. The first physicalinterpretation of the RR equation was that it describesshock waves in liquids containing gas bubbles, wherethe coefficient for sound damping has the form βω4 andthe dispersion equation for the corresponding infinitesimalperturbations takes the form

k = ω
c + iβω4 . (2)

Here, c is the speed of sound and ω is the frequency.
Signal attenuation proportional to the frequency to thefourth power was also observed in media containing smallinhomogeneities, for example, in rocks, in spongy cranialbones, or in any media with small-scale parameter fluctu-ations for which the Rayleigh scattering law is valid [8, 9].It is interesting to note that the RR equation presentssome similarities with the second-order Burgers equation.Indeed, both equations allow stationary self-similar so-lutions, travelling-wave solutions, and rational solutions(see Chapter 10 in [4]). On the other hand, a general studyof the RR equation [10] shows that there are stationary so-lutions of this equation in the form of a shock wave thatexhibit unusual oscillations around the shock front. Thisis a distinct feature of the classical Burgers equation. Theexplicit analysis of the profile of initially sinusoidal-wavesolutions and their attenuation was given in [11]. Themechanisms responsible for anomalously strong acousticnonlinearities in the case of the RR equation was pre-sented in some recent papers of Rudenko [9, 12].
This paper has the following structure. After this intro-ductory part, a short presentation of the general methodthat can be used for finding generalized symmetries will begiven in the second section. The third section is dedicatedto the concrete study of the existence of generalized sym-metries for the Eq. (1), and the fourth section presents acomplementary study of the potential nonclassical symme-tries for the same equation. In the case of the generalizedsymmetries, we have shown that the system accepts onlytwo independent symmetry operators, which have the formof classical, point-like symmetries. By contrast, there isan infinite set of generators for the potential symmetries ofthe equation, generators given by two arbitrary functions
a(t) and b(t). Comments on these results are presentedin the last section of the paper.

2. Generalized symmetries of evolu-
tion equations
The usual symmetries encountered in the study of dif-ferential equations are commonly referred to as point, orclassical, symmetries. A point symmetry of a system ofdifferential equations is a 1-parameter group of transfor-mations of independent and dependent variables that car-ries any solution of the equations to another solution. Fordifferential equations derived from a variational principle,the point symmetries that preserve the action lead to con-servation laws. However, not all conservation laws aregiven by point symmetries. To account for all conserva-tion laws in Lagrangian field theory one must enlarge thenotion of symmetry to include generalized symmetries.A generalized symmetry is an infinitesimal transformation,constructed locally from the independent variables, thedependent variables, and the derivatives of the dependentvariables, that carries solutions of the differential equa-tions to nearby solutions. The importance of generalizedsymmetries is underlined by their role in deciding on thecomplete integrability of non-linear differential equations.In particular, when a system of differential equations isintegrable, it generally admits “high-orders” generalizedsymmetries [3].Consider the nth order evolution equation:

∆ = wt − K
(
t, x, w, wx , · · · , w(n)

x
) = 0 , (3)

where wt , wx means the time, respectively space, deriva-tive of the dependent variable w = w(t, x), and w (n)
x is the

nth-order derivative.The point-symmetry analysis considers the one-parameterLie group of infinitesimal transformations in (x, t, w) givenby
x∗ = x + εξ(x, t, w) +O

(
ε2) ,

t∗ = t + ετ(x, t, w) +O
(
ε2) ,

w∗ = w + εφ(x, t, w) +O
(
ε2) , (4)

where ε is the group parameter. One requires that thesetransformations leave invariant the set of solutions of (3)
S∆ ≡ {w(x, t) : ∆ = 0}. The associated Lie algebra isrealized by vector fields of the form

U = ξ(x, t, w)∂x + τ(x, t, w)∂t + φ(x, t, w)∂w . (5)
The set S∆ is invariant under the transformation (4) pro-vided that pr(n)U(∆)|∆≡0 = 0 , (6)
where pr(n)U is the nth prolongation of the vector field (5),which is given explicitly in terms of ξ , τ, and φ in [3]. To
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look for generalized symmetries one means to consideringall the solutions for ξ, τ and φ of the Eq. (6) dependingon t, x, w, but on the derivatives of w too:
U = ξ(x, t, w, wx , · · · )∂x + τ(x, t, w, wx , · · · )∂t+ φ(x, t, w, wx , · · · )∂w . (7)

The maximum order of derivatives of w gives the so-called
order of the generalized (infinitesimal) symmetry.Having determined the infinitesimals, the invariants Iα ,
α = 1, 2, are found by integrating the characteristic equa-tions dx

ξ(x, t, w) = dt
τ(x, t, w) = dw

φ(x, t, w) , (8)
and they have the form Iα (x, t, w) = Cα , where Cα is aconstant. The special invariant solutions of the initialequation corresponding to a generalized symmetry of theform (7) have the form I2 = Θ(I1), where Θ is an unknownfunction, and are obtained by substitution of the depen-dent variable w(x, t) with Θ(I1) in the initial equation. Thenew ODE obtained by this substitution is called reduced
equation.In practice, the Eq. (6) is very difficult to solve for a de-pendence on the derivatives of order higher than two, dueto the large number of terms involved in the expression ofthe prolongation. An alternative version can be obtainedby changing the form of the infinitesimal symmetry (7) tothe equivalent evolutionary form

UQ = Q(t, x, w, wx , · · · )∂w , (9)
where Q = φ − ξwx − τwt is the characteristic of thegeneralized vector field U.The symmetry Eq. (6) for the initial Eq. (3) can be rewrittenas: (

Dt − K ′
)
Q = 0 , (10)

where Dt is the total time derivative (the evolutionaryderivative)
DtQ = ∂tQ + ∞∑

i=0
∂Qα

∂w (i)
x
Di
x (wt) = ∂tQ +Q′(K ) ,

and K ′ denotes the Frechet derivative of K :
K ′ = ∞∑

i=0
∂K
∂w (i)

x
Di
x .

The simplest form of the symmetry condition (10) is:
∂tQ +Q′(K ) = K ′(Q) . (11)

Usually, one chooses a particular order m for the charac-teristic
Q = Q

(
t, x, w, wx , ..., w (m)

x
)
,

and one searches for solutions Q of the Eq. (11) by iden-tifying the coefficients of all the corresponding monomialsexpressed in w and its x-derivatives.
3. Generalized symmetries of the
RR equation
We are looking now for generalized symmetries of theform (9) for the RR Eq. (1) in the particular case α =
β = 1 [4]. By an appropriate scaling of the indepen-dent variables, the original equation can be reduced tothe form:
wt − wwx + wxxxx ≡ wt − K

(
t, x, w, wx , · · · , w(4)

x
) = 0 .(12)The symmetry Eq. (11) then becomes:

∂Q
∂t + m∑

i=0
∂Q
∂w (i)

x
Di
x
(
K
(
t, x, w, · · · , w(4)

x
))

= 4∑
i=0

∂K
∂w (i)

x
Di
x
(
Q
(
t, x, w, · · · , w (m)

x
))
. (13)

We have to note that it is not at all compulsory that themaximum order m of derivatives that appear in Q shouldbe the same as the order of the studied equation (in ourcase 4). We will search for solutions of (13) supposing thatthe order m of Q[w] is successively 0, 1, 2,..., and splittingEq. (13) into a system of coefficients of the highest-orderderivatives of w.Let us start with the 0th order, where we have to consider
Q = Q(t, x, w). Eq. (13) holds if and only if

∂Q
∂t = 0,
∂2Q
∂w2 = 0,

Dx
∂Q(t, x, w(t, x))

∂w = 0, (14)
∂Q
∂t +Qwx = 0,

for all the solutions w of Eq. (12). The second and thethird equations imply that Q is linear in w and Qw doesnot depend on x, that is Q = f(t)w + g(t, x). From thelast equation it is simple to conclude that f = g = 0.
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At order 1, consider Q = Q(t, x, w, wx ). Eq. (13) implies asystem of 9 partial differential equations in Q, which canbe reduced to
∂2Q
∂w2

x
= ∂2Q
∂w2 = ∂2Q

∂w∂wx
= ∂2Q
∂w∂x = ∂2Q

∂wx∂x
= 0 (15)

and
∂Q
∂t +Qx = 0 (16)

for all the solutions w of Eq. (12). The first and secondequations give Q ≡ f(t, x, w)wx+g(t, x, w) under the sup-plementary conditions (derived from the others equations):
∂f
∂x = ∂f

∂w = ∂g
∂x = ∂g

∂w = ∂g
∂t = 0, ∂f

∂t = −g. (17)
Eqs. (17) admits the solution f(t) = −bt + a and g = b,where a and b are arbitrary constants. One obtains thecharacteristic Q1 = a(1− twx ) + bwx and the generalizedevolutionary symmetries

UQ1 = [a(1− twx ) + bwx ]∂w . (18)
It is a two-parameters symmetry operator spanned by twoinfinitesimal symmetries:

U1 = ∂x , U2 = t∂x + ∂w . (19)
The first one of this operators represents a classical trans-lation along the x-axis, and it is useful to determine somespecial solutions of the RR equation. The characteristicEq. (8) for U2 is dx

t = dt0 = dw1 (20)
and determines two invariants I1 = t and I2 = x/t − w.Now, if we look for some solution of the RR Eq. (12) ofthe form w(x, t) = x/t − Θ[x](t), where the variable x isconsidered here as a simple parameter, one obtains thereduced equation

Θ′[x](t) = Θ[x](t)− 2x
t2 . (21)

The solution of (21), obtained with MAPLE, is
Θ[x](t) = 2x

t − 2etx ∫ t

−∞

est
s ds+ Aet , (22)

where A is an arbitrary number.

For order 2, if we consider Q = Q(t, x, w, wx , wxx ), Eq. (13)implies an over-determined system of differential equa-tions for Q. We find the following conditions among theseequations:
∂2Q
∂w2

xx
= ∂2Q
∂wxx∂wx

= ∂2Q
∂wxx∂w

= ∂2Q
∂wxx∂x

= 0 . (23)
So we have to consider Q = h(t)wxx + k(t, x, w, wx ). Sub-stituting this form of Q in (13), the term containing thehigher-order derivative in w leads to

hwwxxwxxxxx = 0 . (24)
As (24) must be valid for any w, it is compulsory to set
h ≡ 0. So Q cannot depend on second-order derivativesof w.In general, if we consider Q = Q

(
t, x, w, wx , ..., w (n)

x

) with
n > 2, the symmetry-determining Eq. (13) is
∂Q
∂t + n∑

i=0
∂Q
∂w (i)

x
Di
x (wwx − wxxxx )

= Qt + wxQ + wDxQ −D4
xQ = 0. (25)

This equation can be split by a procedure similar to thatin the case n = 2 into an over-determined system thatcontains all the equation of the form:
∂2Q

∂w (i)
x ∂w (j)

x
= 0 (26)

(for any i = 2, . . . , n and j = 0, . . . , n, resulting in theexplicit expression of the right-hand side of Eq. (25)). Weconclude that Q must be linear in w (n)
x and of the form:

Q = f(t, x)w (n)
x + g(t, x, w, wx ) . (27)

Inserting this expression of Q into (25), one can isolatethe term containing the higher-order derivative in w:
4fxw (n+3)

x . (28)
As (25) must be valid for any w, it is compulsory to take
f = f(t).Using the particular expression Q = f(t)w (n)

x +
g(t, x, w, wx ) in (25) and splitting the obtained equationinto monomials expressed in the derivatives of w, one ob-tains a system that contains

fww (n+1)
x = 0 . (29)

Then f ≡ 0, and the RR equation cannot have generalizedevolutionary symmetries of order n > 1. All the gener-alized symmetries of Eq. (12) are spanned by two verysimple symmetry operators: U1 = ∂x and U2 = −t∂x +∂w .
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4. Potential symmetries of the RR
equation
In [1], a method for finding new classes of symmetries fora PDE has been described. By writing a given PDE,denoted by ∆[x, t, w] = 0, in a conserved form, a re-lated system denoted by S[x, t, w, v ] = 0 with potential
v as an additional dependent variable is obtained. If aset {w(x, t), v(x, t)} satisfies S[x, t, w, v ] = 0, then w(x, t)solves ∆[x, t, w] = 0, and v(x, t) solves the integrated re-
lated equation T [x, t, v ] = 0. Any Lie group of point trans-formations admitted by S[x, t, w, v ] = 0 induces a symme-try for ∆[x, t, w] = 0. When at least one of the generatorsof the group depends explicitly on the potential v , thenthe corresponding symmetry is neither a point nor a Lie–Backlund symmetry. These symmetries of ∆[x, t, w] = 0are called potential symmetries.We will now apply this method to the case of the RR equa-tion. We will follow the steps in [13], where the potentialsymmetries of the Burgers equation

ut − uux + uxx = 0
have been studied. In order to find the potential symme-tries of the RR Eq. (12), we will rewrite the equation in aconserved form:

wt −
(12w2 − wxxx

)
x

= 0 . (30)
From this conserved form, the associated auxiliary system
S[x, t, w, v ] = 0 is given by:{

vx = w,
vt = 12w2 − wxxx . (31)

The integrated related equation is obtained by eliminatingthe w variable from (31):
vt −

12 v2
x + vxxxx = vt − K1[v ] = 0 . (32)

We are looking for the generalized symmetries of the in-tegrated related Eq. (32). The symmetry Eq. (11) for the
mth order generalized symmetry UQ is written as:
∂Q
∂t

+ m∑
i=0

∂Q
∂v (i)

x
Di
x (K1[v ]) = 4∑

i=0
∂K1
∂v (i)

x
Di
x (Q[v ]) = 0 . (33)

The analysis of the existence of the generalized symme-tries for (32) is similar to the case of the symmetries of (12)described in the previous section.

At order 0, if we consider Q = Q(t, x, v), Eq. (33) holdsif and only if Q = 0. In the case when Q = Q(t, x, v, vx ),Eq. (33) gives rise to a system of determining equationsfor the characteristic Q of the evolutionary symmetry Q ∂
∂v ;the first of these are:

∂2Q
∂v2

x
= ∂2Q
∂vx∂v

= ∂2Q
∂vx∂x

= ∂2Q
∂v2 = 0 . (34)

These equations give Q ≡ f(t, x)vx + g(t, x, v) under thesupplementary conditions derived from Eq. (33):
∂2g
∂x2 = 0, ∂f

∂t = −∂g∂x , ∂f
∂x = 0 . (35)

The general solution of the system (35) is
f(t) = a(t) + c, g(x, t) = −a′(t)x + b(t)

for arbitrary regular functions a(t) and b(t), and a constant
c.Consequently, the evolutionary generalized symmetry is

U = [(a(t) + c)vx + (b(t)− a′(t)x)]∂v . (36)
Then the integrated Eq. (32) admits an infinite-parameterLie group of point symmetries corresponding to the in-finitesimal generators:


U1 = ∂

∂x ,
U(a(t))3 = −a(t) ∂∂x − xa′(t) ∂∂v ,
U(b(t))4 = b(t) ∂∂v . (37)

The first generator correspond to a general translationalong the x-axis, and it was already identified in the pre-vious section. The other two operators, U(a(t))3 and U(b(t))4 ,define an infinite algebra and can be identified as new,potential-type symmetries for the RR Eq. (12).With an approach similar to that for the case of general-ized symmetries of RR equation, we can prove that Eq. (32)does not posses any other higher-order potential symme-tries.
5. Concluding remarks
We investigated the problem of the existence of general-ized and potential symmetries of the RR equation usingthe classical Lie approach and the Bluman complementarymethod. Important in itself, the RR equation also repre-sents at the same time a good toy model of a fourth-order
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differential equation that can be investigated with thesetechniques. The symmetries of other fourth-order equa-tions, as for example Calabi flow equation, have been in-vestigated in [7]. The main results we obtained for the RRequation can be summarized as follows:
(i) The group of classical Lie symmetries for the RREq. (12) is generated by two operators U1 = ∂x ,which is a simple translation along the x-axis, and

U2 = t∂x+∂w , which is a non-trivial symmetry. Theclass of solution invariants for the group of symme-tries generated by U2 have the form (see (22)):
w(x, t) = −xt + 2etx ∫ t

−∞

est
s ds− Aet , (38)

where A is an arbitrary parameter.
(ii) The RR equation admits an infinite-parameter Liegroup of potential symmetries, generated by the in-finitesimal generators U(a(t))3 and U(b(t))4 from (37).We have to note that in our approach we have useda form of the generalized symmetry operator U interms of its characteristic Q, as in (9). The de-termination of explicit conservation laws and thesearch for solutions associated with the symmetrieswe found will be done in a forthcoming paper.
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