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In test-based problems, solutions produced by search algorithms are typically assessed using average outcomes of interactions with multiple tests. This aggregation leads to information loss, which can render different solutions apparently indifferent and hinder comparison of search algorithms. In this paper we introduce the performance profile, a generic, domain-independent, multi-criteria performance evaluation method that mitigates this problem by characterizing the performance of a solution by a vector of outcomes of interactions with tests of various difficulty. To demonstrate the usefulness of this gauge, we employ it to analyze the behavior of Othello and Iterated Prisoner’s Dilemma players produced by five (co)evolutionary algorithms as well as players known from previous publications. Performance profiles reveal interesting differences between the players, which escape the attention of the scalar performance measure of the expected utility. In particular, they allow us to observe that evolution with random sampling produces players coping well against the mediocre opponents, while the coevolutionary and temporal difference learning strategies play better against the high-grade opponents. We postulate that performance profiles improve our understanding of characteristics of search algorithms applied to arbitrary test-based problems, and can prospectively help design better methods for interactive domains.
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1. Introduction

Test-based problems (Bucci et al., 2004; de Jong, 2004) are learning and co-optimization problems in which candidate solutions and tests interact with each other. Every interaction has an outcome, typically expressed as a scalar, and the goal of the search is to find a solution with a desired characteristic of interaction outcomes. Common scenarios of solving test-based problems are learning game strategies, evolving designs for different environments, or algorithms tested on instances. One approach to this class of problems are evolutionary and coevolutionary algorithms (Hillis, 1990).

The challenge in designing effective algorithms for test-based problems lies, among others, in obtaining accurate evaluation of solutions. An objective assessment of a solution’s performance is often computationally too expensive to be useful in practice. For example, the expected utility, one of the popular performance measures in the game domain, is the expected score of a game playing strategy against a random opponent strategy. Even for the apparently trivial problem of learning strategies for the game of tic-tac-toe, Jaśkowski and Krawiec (2011) showed that calculating the exact expected utility requires playing games against roughly $3.47 \times 10^{162}$ unique opponent strategies.

Therefore, effective algorithms employ heuristic methods of evaluating solution performance, which rely on a limited number of interactions between solutions and tests. The most commonly used evaluation measures are (i) an average score against a pool of fixed, manually-designed tests (Lucas and Runarsson, 2006; Fogel, 2001), (ii) a round-robin tournament between the co-evolving entities (Jaśkowski et al., 2008; Samothrakis et al., 2012; Szubert et al., 2013a), or (iii) an estimated expected utility (the average score obtained against a random sample of tests) (Chong et al., 2012; Jaśkowski et al., 2013).
A common feature of all conventional performance measures (both heuristic and the exact ones) is that they aggregate the results of multiple interactions into a single scalar value. Though convenient and compact, the performance value obtained in this manner tells very little about the differences between the compared solutions. In particular, Jaśkowski (2011) showed that aggregation leads to compensation: the rewards received in interactions with a group of tests can cancel out the penalties incurred in interactions with another group of tests. As a result, solutions can receive the same value of the performance measure, even if the results of their interactions with the same tests are completely different.

The compensation of interaction outcomes affects the internal dynamics of algorithms that use them to drive the search, as well as the post-hoc comparison of solutions they produce. In this paper, we address this problem in the latter context, proposing a means for a many-aspect assessment of solutions produced by algorithms applied to any search-based problems. Jaśkowski et al. (2013) introduced the performance profile, a multi-criteria performance evaluation method that characterizes performance using, rather than a scalar, a vector of results against tests of various difficulty. Here, we extend that work in four directions. First, we formalize the performance profiles. Second, we introduce an evolutionary method of sampling tests for performance profiles, which allows us to obtain robust performance estimates on tests varying from the most difficult to the easiest ones. Third, we demonstrate the versatility of performance profiles by applying them not only to Othello (as in our previous work (Jaśkowski et al., 2013)), but also to a variant of Iterated Prisoner’s Dilemma. Last, we carry out a comparative analysis of performance profiles of a well-performing evolved Othello player and a set of players known from the previous work, including a hand-designed standard heuristic player, a temporal difference learning player, and a strategy learned by preference learning. The observed differences, which would pass unnoticed or remain unexplained when using scalar performance measures, provide new insights into the characteristics of the algorithms considered.

2. Performance profiles

2.1. Test-based problems. Test-based problems (Bucci et al., 2004; de Jong, 2004) belong to a broad class of co-optimization problems (Popovici and De Jong, 2009). While being aware of various framings of this concept (Popovici et al., 2011), we rely here on the following, most useful in practice, definition.

A test-based problem is the quadruple \((S, T, G_S, Q_T)\), where

- \(S\) is a space of candidate solutions,
- \(T\) is a set of tests, on which candidate solutions are evaluated,
- \(G_s : T \rightarrow \mathbb{R}\) is a payoff function for a candidate solution \(s \in S\) so that \(G_s(t)\) returns the result of an interaction between \(s\) and a test \(t\), and
- \(Q_T : S \rightarrow \mathbb{R}\) is a candidate solution quality function.

The goal in a test-based problem is to find a candidate solution \(s^* \in S\) that maximizes \(Q_T\).

The quality function of interest in this paper is the expected utility, which for an \(s \in S\) is defined as

\[
Q_T(s) = E_{t \in T} [G_s(t)],
\]

where \(E\) is the expectation operator.

The expected utility performance measure corresponds to the maximization of the expected utility solution concept (Ficici, 2004) in co-optimization and is also known as generalization performance (Chong et al., 2008; 2009). Examples of other solutions concepts considered in the literature include the Pareto optimal set, the Nash equilibrium (Ficici, 2004) and the correlated equilibrium (Hart and Mas-Colell, 2000).

Trivial problems aside, it is computationally infeasible to calculate \(Q_T\), because the set of tests \(T\) is too large. Instead, an estimator is used, leading to the approximate quality function:

\[
\hat{Q}_T(s) = \frac{1}{|T|} \sum_{t \in T} G_s(t),
\]

where \(T \subset T\) is a (computationally manageable) subset of tests. When \(t \in T\) are uniformly drawn from \(T\), \(\hat{Q}_T\) is an unbiased estimator of \(Q_T\).

2.2. Test difficulty. A quality function, whether exact or approximate, aggregates multiple interaction outcomes. This makes it possible for them to cancel each other, which in turn blurs the differences between candidate solutions, and in an extreme case renders them apparently indistinguishable. To alleviate this problem, we propose to ‘multi-objectivize’ (term borrowed from Knowles et al. (2001)) the assessment of candidate solutions and present the underlying information in a structural way.

Let us notice that while candidate solutions differ in quality, tests can be likewise said to vary in difficulty. A test can be said to be difficult if a candidate solution is expected to get a low payoff from an interaction with it; and vice versa: it is easy if a candidate solution is expected to get a high payoff on it.

In order to formalize test difficulty, we assume that (i) an interaction of a candidate solution \(s\) and a test \(t\), besides producing a payoff for \(s\), generates also a payoff for \(t\), denoted by \(G_t(s)\), and (ii) \(G_t(s)\) fulfills \(G_t(s) + G_s(t) = C\) for all \(s \in S\) and \(t \in T\), where \(C\) is...
a problem-specific constant. Without loss of generality, we assume that \( C = 1 \) and \( 0 \leq G_t, G_s \leq 1 \). For example, if an Othello player \( s \) wins against a player \( t \), \( G_t(t) = 1 \) and \( G_s(s) = 0 \); when \( s \) loses against \( t \), \( G_t(t) = 0 \) and \( G_s(s) = 1 \), and \( G_s(t) = G_t(s) = 0.5 \) in the case of draw.

We define the difficulty of a test as the following function \( D_S : \mathcal{T} \rightarrow \mathbb{R} \):

\[
D_S(t) = E_{s \in S} [G_t(s)] = E_{s \in S} [1 - G_s(t)].
\]

Note that both the quality of a candidate solution and the difficulty of a test range in \([0, 1]\).

By analogy to solution quality, computing \( D_S(t) \) is infeasible in practice, so we approximate it using a finite sample:

\[
\hat{D}_S(t) = \frac{1}{|S|} \sum_{s \in S} G_t(s),
\]

where \( S \subset \mathcal{S} \) is a (computationally manageable) subset of tests. When \( s \in S \) are uniformly drawn at random from \( \mathcal{S} \), \( \hat{D}_S \) is an unbiased estimator of \( D_S \).

Notice that for symmetric problems, where \( \mathcal{S} = \mathcal{T} \), every candidate solution is a test, and vice versa. In such domains, the higher the quality of a solution, the more difficult it is as a test, i.e., \( D_S(t) = Q_T(s) \) for \( s = t \in \mathcal{S} = \mathcal{T} \). However, performance profiles, introduced in the following section, handle asymmetric problems as well.

### 2.3. Performance profile

The key idea of the method presented in this paper is to characterize the performance of a candidate solution as a function of test difficulty. We will call such a function a performance profile of a candidate solution. We define the performance profile \( p_s \) of a candidate solution \( s \in \mathcal{S} \) as

\[
p_s(d) = Q_{T_d}(s) \quad \text{for } d \in [0, 1], \text{ such that } T_d \neq \emptyset,
\]

where \( T_d \subset \mathcal{T} \) is the set of all tests of difficulty \( d \), i.e., \( T_d = \{ t \in \mathcal{T} | D_S(t) = d \} \). Let us note that \( p_s(d) \) is undefined when there are no tests of difficulty \( d \).

In general, \( p_s \) may be computable, because there may be infinitely many difficulty values \( d \) for which \( p_s(d) \) is defined, and for each such \( d \) the set of tests \( T_d \) can be infinite or large. Thus, to estimate \( p_s \), we discretize difficulty by splitting it into disjoint intervals of equal width. For example, in this paper, we use 100 bins of width 0.01. We define the discretized profile \( P_s \) as

\[
P_s(B) = Q_{T_B}(s) \quad \text{for } B \in \mathcal{B} \text{ such that } T_B \neq \emptyset,
\]

where \( B \) is a bin, \( \mathcal{B} \) is the set of bins, and \( T_B \subset \mathcal{T} \) is a set of tests \( t \) of difficulty \( D(t) \in B \). Notice that \( P_s \) is undefined for empty bins.

As in practice \( T_B \) can be too large to compute \( Q_{T_B} \), we fall back to its approximation \( \hat{Q}_{T_B} \) (Eqn. 4), where \( T_B \) is a (computationally manageable) sample of \( T_B \).

### 2.4. Test sampling methods

The fidelity of a discretized performance profile (Eqn. 4) with respect to its exact counterpart (Eqn. 3) depends on the characteristics of the test samples supporting particular bins. Ideally, bins should be backed by statistical evidence of the same strength, which in turn means that every one of them should contain the same number of tests, and the tests in each bin should be generated independently.

We propose two methods for generating test samples for bins: *random sampling* and *evolutionary sampling*. Both methods make an attempt to fill every bin up to bin capacity \( N \) (\( |T_B| = N \) for \( B \in \mathcal{B} \)). This can be computationally demanding, especially when both \( N \) and the number of bins are high. Nevertheless, this is a one-off process: once the bins have been filled up, they can be
used ad infinitum to assess the performance profiles of arbitrary many candidate solutions.

2.4.1. Random sampling. In random sampling (Jaśkowski et al., 2013), we fill the bins with tests via repetitive independent sampling. In each iteration, we draw at random a test \( t \) from the set of all tests \( T \), estimate its difficulty, and place it in the appropriate bin if that bin’s capacity has not yet been reached; otherwise, the test is discarded. The difficulty of a test is approximated using \( M \) candidate solutions drawn at random from \( S \), independently for every evaluated test (see Fig. 2).

The advantage of this method is that it guarantees the independence of tests, within every bin as well as across bins. We thus call the bins generated in this way unbiased.

Unfortunately, random sampling does not scale well with bin capacity \( N \) and the number of bins. Typically, some bins can be easily filled up, but filling up others is computationally infeasible. For example, in Othello it is difficult to draw very weak or very strong players (which are, at the same time, very easy or very difficult tests, respectively) at random. We can expect to run into a similar problem for most nontrivial symmetric test-based problems: a problem for which a very good candidate solution can be easily generated at random is simple. This makes us abandon this technique in this study, and employ a more sophisticated evolutionary sampling that provides more balanced bin occupancy.

2.4.2. Evolutionary sampling. In the face of challenges troubling the random sampling algorithm, we propose evolutionary sampling. In this method, we run an evolutionary process that evolves a population of tests, where a test’s fitness is defined as its difficulty, approximated using a small number of candidate solutions (\( n_{\text{samples}_{\text{fit}}} = 200 \)). At every generation, we pick the fittest test and calculate a more accurate estimate of its difficulty using a greater number of candidate solutions (e.g., \( n_{\text{samples}_{\text{diff}}} = 1000 \)). If this estimate matches a bin that has not yet reached its capacity, the test is placed in that bin and the evolutionary process is stopped. The pseudocode of this procedure is shown in Algorithm 1.

![Visual illustration of a random sampling method for generating tests for the bins.](image)

**Algorithm 1. Evolutionary sampling.**

```plaintext
1: function EVOL-SAMPLING(n_{samples}_{fit}, n_{samples}_{diff}, N, B, pop_{max}, max_{gen})
2: for \( B \in B \) do
3: \( T_B \) ← ∅
4: end for
5: \( S \) ← SAMPLE-SOLUTIONS(n_{samples}_{diff})  \( \triangleright \) for difficulty estimation
6: while not stopped do
7: \( F \) ← SAMPLE-SOLUTIONS(n_{samples}_{fit})  \( \triangleright \) for fitness function
8: \( P \) ← SAMPLERTESTS(pop_{max})  \( \triangleright \) initial population
9: for gen ← 1, max_{gen} do
10: \( P \) ← EVOLVE-NEXT-GENERATION(P, \( \hat{D}_F \))
11: \( t \) ← arg max_{x \in P} \( \hat{D}_F(x) \)
12: \( d \) ← \( \hat{D}_F(t) \)
13: \( B = B' \in B : d \in B' \)
14: if \( |T_B| < N \) then
15: \( T_B \) ← \( T_B \cup \{ t \} \)
16: break
17: end if
18: end for
19: end while
20: return \{ \( T_B \) \}_{B \in B}
21: end function
```

The main advantage of evolutionary sampling is its capability to generate tests of extreme values of difficulty, i.e., the very difficult and the very easy ones. To provide for both, we run two types of evolutionary processes. In the first one, fitness is defined as test difficulty, so evolution is driven to produce tests of increasing difficulty in consecutive generations. In the second type, fitness is the negated difficulty of a test. Thus, evolution tends to produce the easy tests (note that the extremely easy tests may be as rare as the extremely difficult ones). Compared with random sampling, evolutionary sampling is more likely to fill the extreme bins (the far-left and the far-right ones) up to the desired capacity \( N \). From a practical perspective, having well populated difficult bins is usually more important, as this part of the performance profile provides information on how a given candidate solution copes with the most challenging tests.

On the downside, evolutionary sampling is biased. Although each test is a result of an independent evolutionary run, the underlying evolutionary processes may favor certain parts of the test space. However, in Section 5 we show that, at least for Othello, the bias is in practice negligible.

3. Coevolutionary algorithms

In Sections 3 and 5, we will use performance profiles to characterize and compare the candidate solutions produced by different flavors of coevolutionary algorithms, stochastic metaheuristics which, in their competi-
itive flavor (Reynolds, 1994), are popular tools for solving test-based problems (Popovici et al., 2011). Similarly to conventional evolutionary algorithms, a coevolutionary one maintains a population of candidate solutions, and uses the fitness function to select some of them and thus form the next generation of solutions. The fitness function is typically some estimate of the expected utility (Eqn. (1)), and as such requires a sample of tests (T in Eqn. (2)). In the simplest one-population coevolution (Luke and Wiegand, 2002), the other candidate solutions in the population serve that purpose. This limits the applicability of this approach to symmetric problems (where \( S = T \)), and, more importantly, is arguably controversial, as candidate solutions are to maximize performance, while the tests in \( T \) should differentiate them and thus provide a learning gradient (Juillé and Pollack, 1998). This led to the concept of twopopulation competitive coevolution (Nolfi and Floreano, 1998), where tests evolve in a second separate population.

Note that, by being based on interactions between the constantly changing entities (whether in one or in two populations), the fitness function in coevolutionary algorithms is internal and subjective, contrary to conventional evolutionary algorithms, where fitness evaluation is independent for each candidate solution and thus external and objective. As a result, a highly fit candidate solution is not guaranteed to be objectively good. Therefore, the coevolutionary dynamics are usually more complex than in conventional evolutionary search (Watson and Pollack, 2001). Nonetheless, coevolutionary algorithms belong nowadays to the most successful methods for learning game strategies (Pollack and Blair, 1998).

In the following subsections we describe three one-population and two two-population (co)evolutionary algorithms considered in this study. All of them employ the \((\mu + \lambda)\) generational evolution strategy (Beyer and Schwefel, 2002) independently for each maintained population. A population is initialized with \(\mu\) randomly generated individuals (candidate solutions or tests). In every generation, each of the \(\mu \) fittest individuals produces \(\lambda/\mu\) offspring via mutation (thus, all populations consist of \(\mu\) parents and \(\lambda\) offspring of those parents). Following Chong et al. (2012), we use \(\mu = 25\) and \(\lambda = 25\).

The algorithms vary only in the way they assign fitness to individuals, which is illustrated in Fig. 3. More specifically, the fitness of the candidate solutions is defined as the approximate quality function \(\hat{Q}_T\) (Eqn. (2)), but the algorithms differ in the way they choose the sample of tests \(T\).

3.1. Evolutionary learning with random sampling (EVOL-RS). EVOL-RS (Fig. 3(a)) is a degenerated one-population coevolutionary algorithm in which candidate solutions in the population do not interact with each other. Instead, each candidate solution is evaluated against an external set of random opponents. The sample of tests \(T\) is drawn at random from \(T\) once per generation. In order to maintain the same number of interactions per generation as in the coevolutionary methods, we set \(|T| = \mu + \lambda = 50\).

EVOL-RS was shown to surpass one-population coevolution on generalization performance for 1-ply Othello and Iterated Prisoner’s Dilemma (Chong et al., 2012).

3.2. One-population coevolution (1-COEV). 1-COEV (Fig. 3(a)) is a one-population coevolutionary algorithm. All candidate solutions in population interact with each other (in a round-robin tournament). Formally then, the sample \(T\) is simply the current population.

3.3. One-population coevolution with random sampling (1-COEV-RS). 1-COEV-RS (Fig. 3(a)) is a hybrid of 1-COEV and EVOL-RS that combines the competitive fitness with random sampling. Technically, the sample \(T\) is filled in half by the other candidate solutions drawn uniformly from the current population, and in half by the tests drawn at random from \(T\).

3.4. Two-population coevolution (2-COEV). 2-COEV (Fig. 3(b)) is a two-population competitive coevolutionary algorithm, where individuals are bred in two separate populations, one for the candidate solutions and one for the tests. The population of tests employs a \((\mu + \lambda)\) evolutionary strategy, where \(\mu = 25\) and \(\lambda = 25\). The fitness of a candidate solution \(s\) is \(\hat{Q}_T(s)\) with the sample \(T\) being the current population of tests. Conversely, the fitness of a test \(t\) is \(D_S(t)\) with \(S\) being the current population of candidate solutions.

3.5. Two-population coevolution with random sampling (2-COEV-RS). 2-COEV-RS (Fig. 3(b)) is 2-COEV hybridized with random sampling. The fitness of a candidate solution \(s\) is \(\hat{Q}_T(s)\), with \(T\) filled in half by the tests from the current population of tests, and in half by the tests generated at random. Compared to 2-COEV, the population of tests in this method is half the size of the population of candidate solutions. ‘Tests’ fitness is assessed as in 2-COEV.

4. Experimental analysis of Iterated Prisoner’s Dilemma

In this section, we apply the algorithms presented in Section 3 to the Iterated Prisoner’s Dilemma game and compare the resulting strategies using the single-objective expected utility and the performance profiles.
Table 1. Payoff matrix in the classic Prisoner’s Dilemma. A tuple \((p_A, p_B)\) denotes the payoffs for players \(A\) and \(B\), respectively. \(R\) is the payoff granted to each player for mutual cooperation, \(S\) for cooperating when the other player defects, \(T\) for defecting when the other player cooperates, and \(P\) for mutual defection.

<table>
<thead>
<tr>
<th>Player A choice</th>
<th>Player B Cooperate</th>
<th>Player B Defect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooperate</td>
<td>((R, R))</td>
<td>((S, T))</td>
</tr>
<tr>
<td>Defect</td>
<td>((T, S))</td>
<td>((P, P))</td>
</tr>
</tbody>
</table>

4.1. Classical Prisoner’s Dilemma. The classical Iterated Prisoner’s Dilemma (IPD) is a two-player game involving a series of interactions, each of which is a Prisoner’s Dilemma (PD) game. In PD, a player can make one of two choices: cooperate or defect. The PD payoff matrix, shown in Table 1, must satisfy two conditions: (i) \(T > R > P > S\) and (ii) \(2R > S + T\). The first inequality ensures that defection is the most profitable action, and that the payoffs resulting from mutual cooperation are greater than those arising from mutual defection. The second inequality is IPD-specific and ensures that a series of mutual cooperations pays off more than a series of alternating defections and cooperations (Poundstone, 1992). IPD is a sequence of PD interactions where each player remembers its and its opponent’s move from one or more previous interactions.

4.2. \(n\)-Choice Prisoner’s Dilemma. In this study, we consider IPD extended to multiple choices (or levels of cooperation) (Darwen and Yao, 2001; Chong and Yao, 2005). In an \(n\)-choice Prisoner’s Dilemma game, the choices are encoded as values from the set \(C = \{2i/n - 1 | i \in \{0, \ldots, n - 1\}\}\), where the extreme values \(-1\) and \(1\) mean full defection and full cooperation, respectively. The payoff values must satisfy the following conditions: (i) \(p(c_A, c_B) > p(c'_A, c_B)\), (ii) \(p(c_A, c_B) < p(c_A, c'_B)\), and (iii) \(p(c'_A, c'_B) > \frac{1}{2}(p(c_A, c'_B) + p(c'_A, c_B))\) for any choices \(c_A, c_B, c'_A, c'_B \in C\) such that \(c_A < c'_A\) and \(c_B < c'_B\) (Frean, 1996). We will use the following payoff function that meets the above constraints:

\[
p(c_A, c_B) = \begin{cases} 
2.5 - 0.5c_A + 2c_B & \text{for player } A, \\
2.5 - 0.5c_B + 2c_A & \text{for player } B.
\end{cases}
\]

4.3. Strategy representation. Different strategy representations for coevolutionary learning of IPD such as finite state machines (Fogel, 1991) and neural networks (Darwen and Yao, 2000) have been studied in the past. Here, we adopt the arguably simplest one, the direct look-up table (Axelrod, 1984), and make the players remember the moves from the previous iteration only (memory-one IPD). In that case, the \(n\)-choice IPD strategy is an \(n \times n\) matrix \(M\), where \(M_{ij}\) for \(i, j = 1, 2, \ldots, n\) specifies the choice to be made given the player’s own previous move \(i\) and the opponent’s previous move \(j\).
4.4. Experimental setup. In the experiments, we focus on IPD with \( n = 9 \) choices (levels of cooperation), which we found to be much more demanding than 3-choice IPD used in earlier coevolutionary investigations by Chong et al. (2012). Thus, each strategy is a look-up table containing \( 9 \times 9 + 1 = 82 \) choices and the size of search space is \( 9^{82} \approx 1.77 \times 10^{78} \).

Although IPD is primarily used to study cooperation (Axelrod, 1984), we consider it here, following recent works by Chong et al. (2009; 2012), a competitive domain.

Each IPD game consists of 150 PD episodes. To assess the result of an interaction of two IPD strategies we compute their cumulative payoff over the episodes. The highest cumulative score indicates the winner, which is assigned the interaction payoff 1, while the loser gets 0. In the case of a draw, the interaction results in 0.5 points for both strategies.

As discussed in Section 3 all algorithms considered here maintain a population of 50 candidate solutions which interact with the same number of tests. As a result, in each generation, \( 50 \times 50 = 2,500 \) IPD games are played. Since each evolutionary run consists of 200 generations, it requires the total effort of 500,000 games.

All methods start with an initial population filled with candidate solutions (strategies) randomly drawn from the space of direct look-up tables. The only search operator used by the algorithms is a simple mutation which iterates over all elements of the look-up table and with probability \( p_{\text{mut}} = 0.2 \) replaces the original choice with one of the remaining \( n - 1 \) choices, selected at random. Chong and Yao (2005) found the adopted mutation operator to provide sufficient variation of strategy behaviors for an IPD game with multiple choices.

Some of our coevolutionary algorithms and performance assessment methods employ random players. Every random player is obtained independently by filling the look-up table with random choices. In the following, by a ‘random player/opponent’ we mean a player obtained in this way. Note that this definition of a random player differs from the one that assumes selecting each action by uniformly drawing it from a set of all available actions in a given position. It is, however, coherent with the expected utility measure defined on the set of all tests (see Section 4.5). A random player is a test drawn at random from the set \( \mathcal{T} \). Having said that, the performances of the random players obtained in both ways are similar.

We performed 120 runs for each method presented in Section 4.3. In the following, the best-of-generation candidate solution is the individual with the highest fitness in the population of candidate solutions (where fitness is subjective and specific for a given method; see Section 4.5). By the best-of-run solution we mean the best-of-generation player of the last generation. In the following, we analyze those players using expected utility (Section 4.5) and performance profiles (Section 4.6).

4.5. Results for the expected utility. To estimate the expected utility of an individual, we let it play 50,000 games against random players. With 1 point for winning the game, 0 for losing, and 0.5 for a draw, the expected utility of a player is in the range of \([0, 1]\). In this section, the term ‘performance’ refers to this measure.

Table 2 presents the average performance of the best-of-run individuals for each algorithm accompanied by 95% confidence intervals.

To compare the algorithms, we performed statistical analysis with a significance level \( \alpha = 0.01 \) using a nonparametric Kruskal–Wallis rank sum test, which revealed a statistically significant \( (\chi^2 = 116.7, p\text{-value} < 2.2 \times 10^{-16}) \) difference between the results obtained by particular algorithms. A post-hoc analysis using the pairwise Wilcoxon rank sum test with the Holm correction indicated the following differences:

\[
1\text{-COEV-RS} > \text{EVOL-RS} = 2\text{-COEV-RS} > 1\text{-COEV} = 2\text{COEV},
\]

where ‘>’ denotes significant difference and ‘=’ means no statistical difference.

Let us first discuss the results of ‘pure’ methods that use homogeneous sets of opponents, i.e., EVOL-RS, 1-COEV, and 2-COEV. The observed relationship between these methods confirms the previous findings by Chong et al. (2012) that evolutionary learning guided by fitness estimates based on random sampling (EVOL-RS) achieves a higher expected utility when compared to the simple coevolutionary learning approach (1-COEV). We also observe that coevolution of two autonomous populations of candidate solutions and tests (2-COEV) is not beneficial in terms of the expected utility.

The methods that use a mixture of competitive fitness and random sampling (1-COEV-RS, 2-COEV-RS) turn out to be able to evolve strategies with the highest expected

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Expected utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-COEV-RS</td>
<td>0.9832 ± 0.0035</td>
</tr>
<tr>
<td>EVOL-RS</td>
<td>0.9676 ± 0.0042</td>
</tr>
<tr>
<td>2-COEV-RS</td>
<td>0.9561 ± 0.0085</td>
</tr>
<tr>
<td>1-COEV</td>
<td>0.9263 ± 0.0126</td>
</tr>
<tr>
<td>2-COEV</td>
<td>0.9091 ± 0.0131</td>
</tr>
</tbody>
</table>
4.6. Analysis with performance profiles. In order to scrutinize the best-of-run individuals produced by each algorithm, we apply performance profiles (cf. Section 2.4). We used evolutionary sampling (cf. Section 2.4) with (25 + 25)-ES ($n_{\text{samples}} = 200$) to generate 100 tests samples, each corresponding to a bin of width 0.01. Each bin’s sample was filled up with $N = 5000$ tests, where the difficulty of every test was evaluated on the basis of games with $n_{\text{samples}} = 10000$ random players.

Figure 4 shows the performance profiles averaged over the best-of-run individuals produced by 120 runs of every algorithm. A point at coordinates $(x, y)$ indicates the average performance $y$ when playing against the opponents of performance $x$. For instance, the performance of 2-COEV is about 0.9 for the opponents with performance of 0.5 (by which we mean the opponents with performance in the range of [0.5, 0.51], since bin width is 0.01). Recall that IPD is a symmetric problem, thus a player’s difficulty (when it acts as a test) is equal to its quality (when it acts as a candidate solution).

The decreasing trend in each profile confirms the supposition that the stronger opponents are harder to defeat than the weaker ones. The only exception of the decreasing trend is the bin [0.98, 0.99], which is ‘easier’ than the bin [0.97, 0.98] for all algorithms. Despite some effort, we are unable to explain this artifact.

Some methods clearly dominate others. The profile of 1-COEV-RS dominates all other profiles, which explains its best result in terms of the expected utility (cf. Table 2). Also, 1-COEV dominates 2-COEV. The statistical analysis conducted in Section 4.5 did not reveal them as significantly different because difficult tests are few and far between in the random sample used to estimate the expected utility. On the contrary, the rightmost bins of performance profiles host many such tests. We take this as evidence that 1-COEV should be preferred to 2-COEV for this problem, although they perform the same on average.

Other profiles are mutually non-dominated—their plots cross each other. In this respect, the most interesting is the EVOL-RS profile. Although Table 2 suggests no significant differences between 2-COEV-RS and EVOL-RS, their profiles reveal that 2-COEV-RS copes with the strong opponents much better, while EVOL-RS is more effective against the weaker ones. Such a profile shape reflects the method’s trade-off in the ability to cope with opponents of various strength. The single-criteria performance measures like, for instance, expected utility, are not able to pinpoint such differences and therefore are much less descriptive.

Moreover, the analysis with performance profiles shows that for the strongest opponents (performance $> 0.9$) EVOL-RS is worse not only than 1-COEV, but even than 2-COEV, which ranks last on expected utility. For the opponents of the last bin (difficulty 0.97), the expected interaction outcome of EVOL-RS is worse by 0.17–0.26 than for the other algorithms.

5. Experimental analysis of 1- ply Othello

In this section, we apply the five algorithms considered to the game of Othello and compare the resulting strategies using the single-objective expected utility, performance profiles and a round robin tournament.

5.1. 1- ply Othello.

5.1.1. Problem definition. The game of Othello is a deterministic, perfect information, zero-sum board game...
played by two players on an $8 \times 8$ board. There are 64 identical pieces which are white on one side and black on the other, with the colors representing the players. The game starts with the four central squares of the board occupied with two black and two white pieces. Players make moves alternately by placing their pieces on the board until it is completely filled or until neither of them is able to make a legal move. The location to place a piece on has to fulfill two conditions: (i) be adjacent to the opponent’s piece, and (ii) form a vertical, horizontal, or diagonal line with another player’s piece, with a continuous sequence of the opponent’s pieces in between. After placing a piece, all such opponent pieces are flipped. A legal move requires flipping at least one of the opponent’s pieces. The objective of the game is to have the majority of pieces on the board at the end of the game. If both players have the same number of pieces on the board, the game ends in a draw.

5.1.2. Strategy representation. We represent Othello strategies using position-weighted piece counter (WPC). The WPC is a linear weighted board evaluation function which implements the state evaluator concept; i.e., it is explicitly used to evaluate how desirable is a given board state. It assigns a weight $w_i$ to a board location $i$ and uses scalar product to calculate the utility $f$ of a board state $b$:

$$f(b) = \sum_{i=1}^{8 \times 8} w_i b_i,$$

where $b_i$ is 0 in the case of an empty location, +1 if a black piece is present or −1 in the case of a white piece. The players interpret $f(b)$ conversely: the black player prefers the moves leading to the states with a higher value, whereas the lower values are favored by the white player.

We employ the WPC as a state evaluator in a 1-ply setup: given the current state of the board, the player generates all legal moves and applies $f$ to the resulting states. The state gauged as the most desirable determines the move to be made. Ties are resolved at random.

5.2. Experimental setup. To maintain a learning environment similar to that used for IPD, we retain most of the evolutionary parameters such as the number of generations, population sizes and the total effort per generation (cf. Section 4). In order to learn strategies that are able to play both sides, we assume that a single interaction is a double game, where each of interacting individuals plays one game as a black player and one game as a white player. With a population size of 50, this leads to 2,500 interactions (double games) and 5,000 single games per generation. In each single game, half a point is divided between the players: the winner gets 0.5 point and the loser 0 points, or they get 0.25 points each in case of a draw. Thus, the result of an interaction is in the $[0, 1]$ range, as it was for IPD.

The population is initialized with random players whose weights are uniformly drawn from the range $[-0.2, 0.2]$. The only search operator used by all algorithms is a mutation that perturbs all the weights $w_i$ with additive noise:

$$w'_i = w_i + 0.1 \cdot U[-1, 1],$$

where $U[-1, 1]$ is a real number drawn uniformly from $[-1, 1]$. Weights resulting from mutation are clamped to the interval $[-10, 10]$. Consequently, the space of strategies is a $[-10, 10]^{64}$ hypercube. As in the case of IPD, we performed 120 runs for each algorithm.

5.3. Results for the expected utility. We start the performance analysis of the best-of-run solutions by using the scalar measure of the expected utility, which we estimate via 25,000 double games (50,000 games in total) against the random WPC players. Table 3 reports the results of this experiment.

We performed the same statistical analysis as for IPD in Section 5.3 and obtained the following partial ordering of algorithms:

$$2\text{-COEV-RS} > \text{EVL-RS} > 1\text{-COEV} > 2\text{-COEV},$$

where ‘>’ denotes significant difference and ‘=’ means no statistical difference at a significance level $\alpha = 0.01$.

What this result has in common with the IPD ranking is the superiority of the methods involving random sampling. However, the relationship between them is not the same. In particular, 2-COEV-RS is now better than 1-COEV-RS, which is, in turn, worse than EVOL-RS.

Table 3. Expected utilities and 95% confidence intervals of best-of-run individuals obtained by five algorithms for Othello.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Expected utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-COEV-RS</td>
<td>0.866 ± 0.0024</td>
</tr>
<tr>
<td>EVOL-RS</td>
<td>0.8624 ± 0.0023</td>
</tr>
<tr>
<td>1-COEV-RS</td>
<td>0.8371 ± 0.0036</td>
</tr>
<tr>
<td>1-COEV</td>
<td>0.7997 ± 0.0052</td>
</tr>
<tr>
<td>2-COEV</td>
<td>0.7963 ± 0.0064</td>
</tr>
</tbody>
</table>

5.4. Analysis with performance profiles. To generate the samples of tests for bins (each defined as an $[x, x + 0.01]$ range of performance), we used evolutionary sampling engaging a $(25 + 25)$ evolutionary strategy with $max_{gen} = 10,000$. The fitness and difficulty of each individual were approximated with double games against $n_{samples} = 200$ and $n_{samples_{diff}} = 1000$ random players, respectively. In contrast to IPD, despite
computing on 60 cores of modern CPUs for a few days, we were not able to fill up all the buckets to the assumed capacity of \( N = 1000 \) opponents. The first three and the last three bins (performance ranges of \([0, 0.03]\) and \([0.97, 1]\)) remained empty, and the bins \([0.03, 0.04]\) and \([0.96, 0.97]\) were filled only partially. In total, 100 samples of tests contain 91,727 opponents of performances ranging in \([0.03, 0.97]\).

Figure 5 shows the average performance profiles for the best-of-run Othello players evolved by particular algorithms. In contrast to IPD, it is hard to observe any dominance between the profiles, except for 1-COEV-RS, which dominates both 1-COEV and 2-COEV.

Noteworthy, in the large part of the opponent difficulty range (performance of \([0.0, 0.6]\)), the order of profiles is consistent with the ranking obtained with the single-criteria measure of the expected utility. However, the order changes dramatically for the strongest opponents. Strikingly, EVOL-RS and 2-COEV-RS, the two best algorithms according to the statistical analysis based on the expected utility, become the two worst ones when confronted against the strongest opponents (see Fig. 5(b)). In contrast, 1-COEV and 2-COEV, the two worst algorithms in terms of the expected utility, are significantly better than both EVOL-RS and 2-COEV-RS on the rightmost bins, showing performance similar to 1-COEV-RS.

Clearly, the performance profiles reveal the strong points of 1-COEV, 2-COEV and 1-COEV-RS, which could not be noticed using the expected utility. However, attaining higher performance against the stronger opponents is not sufficient to compensate the inferior position when it comes to mediocre opponents, because the latter ones occur much more frequently in an unbiased sample used to estimate the expected utility.

5.5. Round-robin tournament. The round-robin tournament is a popular method that determines a valued ranking of methods by playing matches between teams of players they produced (Jaśkowski et al., 2008; Samothrakis et al., 2012). The important conceptual difference with respect to other performance indicators considered above is the direct confrontation between the solutions produced by particular algorithms (rather than referring to an external sample of opponents). In this way, the round-robin tournament provides a different means for performance assessment that can be used as an alternative to the expected utility.

In our tournament, every team consists of 120 best-of-run players produced by a certain algorithm. Thus, a single match involves \(120 \times 120 = 14,400\) double games. By a ‘match score’ and the ‘tournament score’ we mean, respectively, a team’s average score obtained in a single match or in the whole round-robin tournament.

Table 4 presents the results of the tournament for the Othello players produced by particular algorithms. By bootstrapping the outcomes of double games, we calculated also 95% confidence intervals of the scores. We present them for the total score in square brackets. For particular matches between methods the confidence intervals were repeatedly very close to \([x - 0.006; x + 0.006]\), so they were omitted.
Evolutionary learning with random sampling loses to all other algorithms in head-to-head matches and its aggregated overall score is significantly lower (confidence intervals do not overlap) than 1-COEV-RS, 2-COEV-RS, and 1-COEV and 2-COEV. Adding the random sampling component improves both one- and two-population coevolution (1-COEV-RS vs. 1-COEV and 2-COEV-RS vs. 2-COEV). Also, the one-population variants are consistently better than two-population ones (2-COEV vs. 1-COEV and 2-COEV-RS vs. 1-COEV-RS). 1-COEV-RS wins against all the other algorithms and is clearly the best in terms of the round-robin score.

The ranking according to the expected utility presented in Table 3 is different than the one resulting from the round-robin tournament. In general, one cannot expect them to match up due to the absolute nature of the former and the relative nature of the latter. However, how can we explain the differences and reconcile these results? This question can be addressed by further examination of performance profiles.

5.6. Performance profiles explain the round-robin tournament and the expected utility. Performance profiles allow us to explain the discrepancy between the rankings based on the expected utility and the round-robin tournament. Let us first notice that, contrary to the expected utility assessments which involved random opponents, in the round-robin tournament each individual in a team plays only with the players from the opponent teams, and those players (co)evolved to be strong. According to Table 3, the performance of team members in a team plays only with the players from the opponent teams, and those players (co)evolved to be strong. According to Table 3, the performance of team members is in the range of 0.79 to 0.87, i.e., well above 0.5, the expected performance of a random player.

Let us analyze the profiles in Fig. 5(b) in this range. The two best algorithms, with performance between 0.79 and 0.87, are 1-COEV-RS (unquestionably) and 2-COEV-RS (better than the remaining algorithms on most bins). The other three algorithms are significantly worse but certain differences between them are still observable. In particular, 1-COEV and 2-COEV start to surpass EVOL-RS when test difficulty reaches $\sim 0.87$. 1-COEV is subtly but consistently better than 2-COEV in this test difficulty interval. This order is consistent with the ranking obtained in the round robin tournament.

Now let us use the performance profiles to explain the order of algorithms induced by the expected utility measure presented in Section 5.3. In that case, games are played against random players, whose performance is 0.5 on average (a random player is equally likely to win and lose a game against another a random player). Moreover, the random player’s performance is most often very close to 0.5 (the standard deviation of a random player’s performance is 0.28, because well- and bad-performing random players are few and far in between). Thus, it is not surprising that in Fig. 5 for opponents of difficulty
4. IPREF1 player (0.869 ± 0.001), obtained by Runarsson and Lucas (2014), the only player in this list that represents its strategy using (a simple variant of) n-tuple networks instead of WPC.

Figure 6 presents how the profiles of the above players compare with the average profile of 1-COEV-RS (performance 0.837 ± 0.004). Note that the confidence intervals for SWH and IPREF1 are high because these profiles are based on a single player, while the profiles of 1-COEV-RS, CTDL and TDL are averaged over, respectively, 120 and 30 runs.

Interestingly, no profile strictly dominates all others. CTDL has the highest performance, but, except SWH, the other players are more effective in the left-hand side of the spectrum. Also, the plots show that the flattest profiles characterize the players obtained by the methods that employ temporal difference learning (TDL or CTDL).

The profile of the handcrafted SWH player is significantly different from those obtained by learning algorithms. While the performance of the latter generally decreases with the opponents getting stronger, the SWH player does not strictly subscribe to that trend. Its profile crosses the 1-COEV-RS and IPREF1 curves at about 0.7 and 0.9, respectively, and surpasses them afterwards significantly, even though its overall performance is lower. More surprisingly, the SWH profile seems then to reverse its trend, and copes better with the strongest opponents (performance of 0.9–0.96) than with the slightly weaker ones (performance of 0.8–0.9). Strategies with such characteristics could have been considered as candidate solutions during the runs of the other methods that also use WPC as the underlying representation. However, their poor overall performance destined them to be dropped in favor of strategies that perform better against the mediocre and weak players.

6. Bias of evolutionary sampling

In our previous work involving performance profiles (Jaśkowski et al., 2013; Szubert et al., 2013b), we used the unbiased random sampling method (see Section 2.4) to generate bin samples. Here, we rely on evolutionary sampling, which trades bias for better occupancy of extreme bins. It is then desirable to quantitatively assess the extent of that bias.

To this aim, we compare the performance profiles obtained using random sampling with the ones generated by means of evolutionary sampling. Random sampling is much worse at generating the strongest and the weakest players than evolutionary sampling. As a result, it fills up only the bins in the interval [0.17, 0.83] for IPD, and [0.07, 0.78] for Othello. For these intervals, in Fig. 7, we plot the differences between the corresponding profiles, which show the bias of evolutionary sampling.

Let us notice first that the bias is predominantly positive for IPD, while for Othello it can be either positive or negative. The bias characteristics is thus problem-dependent.

Secondly, the figure shows that the bias of evolutionary sampling is generally low. The maximum absolute differences between profiles are around 0.04 for IPD and (only) 0.015 for Othello. The bias is generally growing with increasing the opponent’s performance, and can be expected to be higher for the bins right of 0.8. Nevertheless, the bias is similar for all methods (except for 1-COEV for IPD), thus its influence on the ranking of algorithms is limited. We can, therefore, assume that the bias of evolutionary sampling does not preclude the resulting samples of tests from being reliable performance indicators.

7. Conclusions

In this study, we presented and formalized the technique of performance profiles and demonstrated its usefulness for comparing solutions for test-based problems, and, implicitly, learning algorithms. Performance profiles proved to be capable of revealing the differences in characteristics between the algorithms that have a similar expected utility and explaining the discrepancy between the outcomes of the round-robin tournament and the expected utility. Because they abstract from the internals of learning algorithms, nothing precludes them to be applied to other than best-of-run solutions, and we anticipate that they can be useful for, e.g., explaining the dynamics of a search process and characterizing the behavior (Szubert et al., 2015) of other (i.e.,
non-evolutionary) algorithms (Jaśkowski et al., 2014). In prospect, we envision them as a valuable tool providing researchers with a feedback on algorithm’s characteristics, thus helping them design new approaches.

Although here we applied the performance profiles to two symmetric test-based problems, we defined them in a general way, and thus they are applicable to the asymmetric case as well (when $T \neq S$). The only formal requirement is that the sum of payoffs obtained in a single interaction by a solution and a test needs to be constant.

For a relatively simple problem such as IPD, simply drawing samples at random may be sufficient to populate a sufficiently wide range of bins and reveal the differences between the algorithms in question. For harder problems like Othello, a more sophisticated evolutionary sampling of tests may be necessary to populate the extreme bins and obtain an assessment on the very strong opponents, which may be important in practice. Such instrumentation of profiles proved helpful in this study. However, the more powerful strategy representations, like $n$-tuples (Lucas, 2007; Jaśkowski, 2014), may provide players with performance near 1.0 against all random opponents. In such cases, the specific samples used in this paper may turn out to be insufficient to reveal any differences, and even more sophisticated sampling methods (or more computational effort) may be required. In any case, we would recommend assessing bias by confronting (where possible) the bin sample with the random one as we did in this study.

When it comes to contributions to research in coevolutionary algorithms, this study presented evidence that coevolution can offer an advantage over evolution with random sampling for learning game strategies. This advantage was observable for both IPD and Othello in the right side of the performance profiles and in head-to-head comparison for Othello. We conclude thus that an algorithm that autonomously and dynamically redefines its own fitness function (1- and 2-COEV) can produce strategies which are better in such confrontation than those produced by an algorithm that relies on an (approximately) stationary fitness function (EVOL-RS). However, pure coevolution is not sufficient to attain that, and additional means like involvement of random opponents are necessary.
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