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Abstract. Linear, continuous stochastic dynamical systems with multiple delays in control are studied in the paper. Their relative stochastic controllability with constrained control is discussed. The definitions of various type of constrained relative and absolute stochastic controllability for linear systems with delays in control are introduced. Criteria of relative and absolute stochastic controllability with constrained control are established. Constraints on control values are considered. Mutual implications between constrained relative stochastic controllability of systems with and without delays are studied as well as implications between constrained relative and absolute stochastic controllability of systems with delay in control.
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1. Introduction

Roughly speaking, controllability generally means, that it is possible to steer a dynamical control system from an arbitrary initial state to an arbitrary final state using the set of admissible controls. It should be mentioned, that in the literature there are many different definitions of controllability, which strongly depend, on one hand, on a class of dynamical control systems and on the other hand, on the form of admissible controls.

Control theory is an interdisciplinary branch of engineering and mathematics that deals with influence behavior of dynamical systems. Controllability is one of the fundamental concepts in mathematical control theory. This is a qualitative property of dynamical control systems and is of particular importance in control theory. Systematic study of controllability was started at the beginning of sixties in the last century, when the theory of controllability based on the description in the form of state space for both time-invariant and time-varying linear control systems was worked out.

In recent years variouss controllability problems for different types of linear semilinear and nonlinear dynamical systems have been considered in many publications and monographs [1]. However, it should be stressed, that the most literature in this direction has been mainly concerned with different controllability problems for dynamical systems with unconstrained controls and without delays in the state variables or in the controls. Moreover, it should be mentioned, that only a few papers [2, 3] have been devoted to a systematic study of relative or complete controllability problems for stochastic dynamical systems with different types of delays in controls.

As was stated above controllability of dynamical systems is one of the main elements in their analysis. For the sake of the abundance of mathematical models of dynamical systems with delays, the controllability problem for such systems is especially important. Controllability problems for various types of linear dynamical systems have been considered in many publications (see the survey [4]). Controllability of both deterministic [1, 5] and stochastic [6, 7] linear systems with delays, and stochastic systems without delays [8–11] are studied. However, most literature in this field has been concerned with unconstrained controls. Some criteria for constrained controllability of linear dynamical systems with delays in control are presented in [12] and [13].

Stochastic observability is the concept dual to stochastic controllability. Stochastic observability has been considered, among others, in [14–16].

Linear stochastic ordinary differential equations containing the Wiener process have application, among others, in economic processes modeling [17, 18].

In the present paper, linear stochastic dynamical systems with multiple, time-dependent delays in control are studied. Constraints on control values are considered. The aim of the paper is to formulate criteria of stochastic relative controllability with constrained control.

2. Mathematical model

In the paper we use the following standard notation introduced by Zabczyk in [8]. Let \((\Omega, F, P)\) be a complete probability space with the probability measure \(P\) defined on a set of events \(\Omega\) and a filtration \(\{F_t : t \in (0, T)\}\) generated by an \(n\)-dimensional Wiener process \(w(s) : 0 \leq s \leq t\) defined on \((\Omega, F, P)\). Let \(L^2(\Omega, F_t, R^n)\) denote the Hilbert space of all \(F_t\)-measurable square integrable random variables with values in \(R^n\) and let \(L^2_P((0, T), R^n)\) denote the Hilbert space of all square integrable and \(F_t\)-measurable processes with val-
ues in $\mathbb{R}^n$. We consider linear, continuous, finite-dimensional dynamical systems with time-dependent multiple delays in control described by the following ordinary differential state equation

$$dx(t) = \left(A(t)x(t) + \sum_{i=0}^{M} B_i(t) u(v_i(t))\right)dt + \sigma(t)dw(t), \quad t \in (0,T),$$

where $x(t) \in \mathbb{R}^n$ – the instantaneous state $n$-vector, $u \in L^2_{\text{loc}}((0,T), \mathbb{R}^m)$ – the control, $A(t) - n \times n$ dimensional matrix with elements, $a_{kj} \in L^2_{\text{loc}}((0,T), \mathbb{R})$, $k, j = 1, \ldots, n$, $B_i(t)(i = 0, 1, \ldots, M) - n \times m$ dimensional matrices with elements, $b_{ikj} \in L^2_{\text{loc}}((0,T), \mathbb{R})$, $k = 1, \ldots, n$, $j = 1, \ldots, m$, $v_i : (0,T) \to \mathbb{R}$, $i = 0, 1, \ldots, M$ – absolutely continuous, strictly increasing functions, satisfying $v_M(t) < v_{M-1} < \ldots < v_2(t) < \ldots < v_1(t) < v_0(t) = t$, $t \in (0,T)$, where $v_i(t) = t - h_i(t)$ and $h_i(t) \geq 0$, $i = 0, 1, \ldots, M$ are time dependent delays in control, $\sigma(t) - n \times n$ dimensional matrix with continuous elements $\sigma_{kj}$, $k, j = 1, \ldots, n$, $w_i(t)(t \geq 0) - n$-dimensional Wiener process, i.e. a stochastic process characterized by three properties: $w(0) = 0$ almost surely, $w(t)$ has independent increment with $w(t) - w(s) \sim \mathcal{N}(0,t-s)$ for $0 \leq s \leq t$, the function $t \mapsto w(t)$ is almost surely continuous.

Let $U \subset \mathbb{R}^m$ be any non-empty set. The set $U_{ad} = L^2_{\text{loc}}((0,T), U)$ of square integrable functions in $(0,T)$ with values in $U$ is the set of admissible controls for the dynamical system (1). The initial condition $z(0) = \{x_0, u_0\} \in \mathbb{R}^n \times L^2_{\text{loc}}((v_M(0), 0), U)$, where $x_0 = x(0) \in \mathbb{R}^n$, and $u_0$ is the given initial function in $(v_M(0), 0)$, is called the initial complete state of the dynamical system (1). For the given initial condition $z(0)$ and an admissible control $u \in L^2_{\text{loc}}((0,T), U)$, for every $t \in (0,T)$ there exists a unique absolutely continuous solution $x(t, z(0), u) \in L^2((\Omega, F_t, \mathbb{R}^n)$ of the linear stochastic differential state equation (1). This solution has the form

$$x(t, z(0), u) = \Phi(t, 0)x_0 + \int_0^t \Phi(t, s) \sum_{i=0}^{M} B_i(s)u(v_i(s))ds + \int_0^t \Phi(t, s)\sigma(s)dw(s),$$

where $\Phi(t, s)$ is $n \times n$ dimensional transition matrix of the linear system

$$dx(t) = A(t)x(t)dt.$$

In the case of a dynamical system with delays, only a complete state

$$z(t) = (x(t), u(t)),
$$

where $u(t) = u(\tau)$ for $\tau \in (v_M(t), t)$, fully describes the behavior of the dynamical system at time $t$.

A special case of the system (1) is the linear, stationary, finite-dimensional dynamical systems with constant multiples delays in control described by the following ordinary differential state equation

$$dx(t) = \left(A x(t) + \sum_{i=0}^{M} B_i u(t-h_i)\right)dt + \sigma dw(t), \quad t \in (0,T),$$

where $A - n \times n$ dimensional matrix with elements, $a_{kj} \in \mathbb{R}$, $k, j = 1, 2, \ldots, n$, $B_i(i = 0, 1, \ldots, M) - (n \times m)$ dimensional matrices with elements, $b_{ikj} \in \mathbb{R}$, $k = 1, 2, \ldots, n$, $j = 1, 2, \ldots, m$, $\sigma - n \times n$ dimensional matrix with constant elements, $h_i \in \mathbb{R}$, $i = 0, 1, 2, \ldots, M$ – constant delays in control satisfying the following inequalities:

$$0 = h_0 < h_1 < \ldots < h_i < \ldots < h_{M-1} < h_M.$$

In the paper, constraints put directly on control values will be consider. Let $S \subset \mathbb{R}^n$ be any non-empty set.

### 3. Stochastic relative controllability

#### 3.1. Basic definitions

In this section we define various types of stochastic relative controllability with constrained values of control for the dynamical system (1) in the time interval $(0,T)$.

**Definition 1.** The dynamical system (1) is said to be stochastically relatively $U$-controllable in the time interval $(0,T)$ from the complete state $z(0) \in \mathbb{R}^n \times L^2_{\text{loc}}((v_M(0), 0), U)$ into the set $S \subset \mathbb{R}^n$ if for every vector $\tilde{x} \in S$, there exist an admissible control $\tilde{u} \in L^2_{\text{loc}}((0,T), U)$ such that the corresponding trajectory $x(t, z(0), \tilde{u})$ of the dynamical system (1) satisfies $x(T, z(0), \tilde{u}) = \tilde{x}$.

**Definition 2.** The dynamical system (1) is said to be (globally) stochastically relatively $U$-controllable in the time interval $(0,T)$ into the set $S$ if it is stochastically relatively $U$-controllable in $(0,T)$ into $S$ for every initial complete state $z(0) \in \mathbb{R}^n \times L^2_{\text{loc}}((v_M(0), 0), U)$.

**Definition 3.** The dynamical system (1) is said to be (globally) stochastically relatively $U$-controllable into the set $S$ if for every initial complete state $z(0) \in \mathbb{R}^n \times L^2_{\text{loc}}((v_M(0), 0), U)$, there exists $T \in [0, \infty)$ such that (1) is relatively $U$-controllable in $(0,T]$ into $S$.

If $S = \mathbb{R}^n$, then we talk about (global) stochastically relatively $U$-controllability in $(0,T)$. When $S = \{0\}$, we talk about stochastically relative null $U$-controllability in $(0,T)$ from the complete state $z(0)$, and (global) stochastically relative null $U$-controllability in $(0,T)$.

Assume that $S$ is a linear variety in $\mathbb{R}^n$ of the form

$$S = \{x \in \mathbb{R}^n : Lx = c\},$$

where $L$ is a known $p \times n$ matrix of rank $p$ and $c \in \mathbb{R}^p$ is a given vector. If $L = I_n$ ($n \times n$ unit matrix) and $c = 0$, we get $S = \{0\}$.
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The attainable set from the initial complete state $z(0)$ at time $t \in (0, T)$ for the dynamical system (1) has the form

$$K_U((0, t), z(0)) = \left\{ x \in \mathbb{R}^n : \right.$$ \begin{equation}
\begin{aligned}
x = \Phi(t, 0)x_0 + \int_0^t \Phi(t, s) \sum_{i=0}^M B_i(s)u(v_i(s)) \, ds \\
+ \int_0^t \Phi(t, s)\sigma(s)dw(s), \quad u \in L_T^2((0, t), U) \right\}.
\end{aligned}
\end{equation}

3.2. Constrained controllability criteria. In order to formulate criteria of controllability with constrained controls for the stochastic system (1), with the assumption that the final set takes the form (4), let us introduce a scalar function $J : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^p \rightarrow \mathbb{R}$. The function is related to the attainable set $K_U((0, t), z(0))$ of the system (1) and defined by

$$J(z(0), t, a) = u^T L \left( \Phi(t, 0)x_0 + \int_0^t \Phi(t, s)\sigma(s)dw(s) \right)$$

$$+ \int_0^t \sup \left\{ a^T \Phi(t, s) \sum_{i=0}^M B_i(s)u(v_i(s)) : u \in L_T^2((0, t), U) \right\} ds - a^T c,$$

where $a \in \mathbb{R}^p$ is any vector, is called the supporting function of the attainable set. Its application for dynamical systems without delays can be found in [19].

Using the absolute continuity of $v_i$ and exploiting their inverses $r_i : \{v_i(0), v_i(T)\} \rightarrow (0, T)$, $i = 0, 1, 2, ..., M$, we can write the solution of (1) in the following form:

$$x(t, z(0), u) = \Phi(t, 0)x_0 + \int_0^t \Phi(t, s)\sigma(s)dw(s)$$

$$+ \sum_{i=0}^M \int_{v_i(0)}^{v_i(T)} \Phi(t, r_i(s))B_i(r_i(s))\dot{r}_i(s)u(s) \, ds$$

where

$$\dot{r}_i(s) = \frac{d}{ds}r_i(s).$$

Let us fix a final time $T > 0$. Without loss of generality, for simplicity of notation, we may assume that $v_k(T) = 0$ for some $k \geq M$. If such a $k$ does not exist, then we introduce an additional delay $h_k$ with control matrix $B_k(t) = 0$. Then the solution (2) of the dynamical system (1) has, at time $T$, the form [1, 3]

$$x(T, z(0), u) = \Phi(T, 0)x_0 + \int_0^T \Phi(t, s)\sigma(s)dw(s)$$

$$+ \sum_{i=0}^k \int_{v_i(0)}^{0} \Phi(t, r_i(s))B_i(r_i(s))\dot{r}_i(s)u_0(s) \, ds$$

$$+ \sum_{i=k+1}^M \int_{v_i(0)}^{v_i(T)} \Phi(t, r_i(s))B_i(r_i(s))\dot{r}_i(s)u_0(s) \, ds$$

$$+ \sum_{i=0}^k \int_{0}^{v_i(T)} \Phi(t, r_i(s))B_i(r_i(s))\dot{r}_i(s)u(s) \, ds.$$
For the system (8) the supporting function $J$, at $t = T$, takes the form
\[ J(q(z(0),\sigma(t)), T, a) = a^T L\Phi(T, 0)q(z(0),\sigma(t)) + \int_0^T \sup\{a^T L\Phi(T, s)B_T(s)u(s) : u \in L^2_F((0, T), U)\} ds - a^T c. \] (9)

Here $B_T(t)$ is an matrix of square integrable functions in $(0, T)$, so the integral in the above formula is properly defined.

Now we can formulate new criteria of stochastic relative controllability for the system (1).

**Theorem 1.** Let $U$ be a compact set and $E \subset \mathbb{R}^p$ be any set containing $0$ as an interior point. Then the dynamical system (1) with delays in control is stochastically relatively $U$-controllable from the complete state $z(0) \in \mathbb{R}^n \times L^2_F((v_M(0), 0), U)$ into the set $S$ of the form (4) if and only if for some $T \in [0, \infty),$
\[ \min\{J(q(z(0),\sigma(t)), T, a) : a \in E\} = 0 \] or, equivalently,
\[ J(q(z(0),\sigma(t)), T, a) \geq 0 \text{ for every } a \in E, \]
where $J(q(z(0),\sigma(t)), T, a)$ is defined by (9).

**Proof:** The idea of the proof is similar to that for linear continuous systems with time-dependent multiple delays in control presented in [13]. By Lemma 1 the attainable set $K_U$ for (8) takes the form
\[ K_U((0, T], q(z(0),\sigma(t))) = \{x \in \mathbb{R}^n : x = \Phi(T, t)q(z(0),\sigma(t)) + \int_0^T \Phi(T, s)B_T(s)u(s) ds, u \in L^2_F((0, T), U)\}. \]

We shall show that this set is convex and compact. To prove its compactness, we will show that every sequence of points $x_1(T), x_2(T), \ldots, x_k(T), \ldots$ from $K_U((0, T], q(z(0),\sigma(t)))$ has a subsequence convergent to some $\pi(T) \in K_U((0, T], q(z(0),\sigma(t)))$. Since the set $L^2_F((0, T), U)$ of admissible controls is weakly compact in $L^2_F((0, T), \mathbb{R}^m)$ (see [21]), there exists a subsequence of controls $u_{k_1} \in L^2_F((0, T), U)$ weakly convergent to some control $\pi$ such that
\[ \lim_{k_1 \to \infty} \int_0^T \Phi(T, s)B_T(s)u_{k_1}(s) ds = \int_0^T \Phi(T, s)B_T(s)\pi(s) ds. \]

Let $\pi(t)$ be the solution corresponding to $\pi(t)$. Then in $(0, T) we have
\[ \pi(t) = \Phi(t, 0)q(z(0),\sigma(t)) + \int_0^t \Phi(t, s)B_T(s)\pi(s) ds = \lim_{k_1 \to \infty} x_{k_1}(t). \]

Therefore
\[ \lim_{k_1 \to \infty} x_{k_1}(t_1) = \pi(T) \in K_U((0, T], q(z(0),\sigma(t))). \]

The convexity of attainable set is proved in [22] and [23]. It follows that the set $\tilde{K}_U((0, T], q(z(0),\sigma(t)))$ of the form
\[ \tilde{K}_U((0, T], q(z(0),\sigma(t))) = \{y \in \mathbb{R}^p : y = \mathbf{L}x, x \in K_U((0, T], q(z(0),\sigma(t)))\} \]

is also convex and compact. An initial complete state $x_0$ can be steered to the set $S$ in $T > 0$ if and only if the vector $e$ and the set $\tilde{K}_U((0, T], q(z(0),\sigma(t)))$ cannot be strictly separated by a hyperplane, that is, if
\[ a^T e \leq \sup\{a^T \tilde{x} : \tilde{x} \in \tilde{K}_U((0, T], q(z(0),\sigma(t)))\} \text{ for all vectors } a \in \mathbb{R}^p. \]

This follows from a theorem about separating convex sets [24].

The above inequality is equivalent to:
\[ a^T L\Phi(T, 0)q(z(0),\sigma(t)) + \sup\{a^T L\Phi(T, s)B_T(s)u(s) ds : u \in L^2_F((0, T), U)\} - a^T e \geq 0. \]

Interchanging integration and taking supremum we conclude that $e \in \tilde{K}_U((0, T], q(z(0),\sigma(t)))$ if and only if $J(q(z(0),\sigma(t)), T, a) \geq 0$ for all $a \in \mathbb{R}^p$.

Moreover, we can show that
\[ kJ(q(z(0),\sigma(t)), T, a) = J(q(z(0),\sigma(t)), T, ka) \]

for every $k \geq 0$.

Therefore, restricting to vectors $a \in E$, we obtain the assertion of the theorem.

**Theorem 2.** Let $U \subset \mathbb{R}^m$ be an compact set and $E \subset \mathbb{R}^p$ be any set containing $0$ as an interior point. Then the dynamical system (1) is stochastically relatively null $U$-controllable from the complete state $z(0) \in \mathbb{R}^n \times L^2_F((v_M(0), 0), U)$ if and only if for some $T \in (0, \infty),$
\[ \min\{J(q(z(0),\sigma(t)), T, a) : a \in E\} = 0 \] or, equivalently,
\[ J(q(z(0),\sigma(t)), T, a) \geq 0 \text{ for every } a \in E. \]

**Proof.** This follows directly from Theorem 1 for $S = \{0\}$, i.e. for $\mathbf{L} = \mathbf{I}_n$ and $e = 0$. Then $E$ is a subset of $\mathbb{R}^p$.

Obviously, both the above theorems hold also for the stationary system (3). For the system (3) the transition matrix $\Phi(0, t)$ equals $e^{At}$, and the attainable set from the initial complete state $z(0)$ at time $t \in (0, T)$ takes the form:
\[ K_U((0,t),z(0)) = \begin{cases} x \in \mathbb{R}^n : x = e^{At}x_0 \\ + \int_0^t e^{A(t-s)} \sum_{i=0}^M B_i(s)u(s-h_i)ds \\ + \int_0^t e^{A(t-s)}\sigma dw(s), u \in L^2_P((0,t),U) \end{cases} \]

Therefore, the corresponding supporting function \( J \), at \( t = T \), is described by the formula

\[ J(q(z(0),\sigma),T,a) = a^TLe^{AT}q(z(0),\sigma) \]
\[ + \int_0^T \sup_{v \in L^2_P((0,T),U)} a^Tc, u \in L^2_P((0,T),U) ds - a^Tc, \]

where

\[ q(z(0),\sigma) = x_0 + \int_0^T e^{As}\sigma dw(s) + \sum_{i=0}^k e^{A(r_i(s))}B_i(r_i(s))\bar{r}_i(s)\sigma u(s)ds \]
\[ + \sum_{i=k+1}^M e^{A(r_i(s))}B_i(r_i(s))\bar{r}_i(s)\sigma u_{in}(s)ds, \]

and for \( t \in (v_{i+1}(T),v_i(T)), i = 0, 1, 2, ..., k - 1 \)

\[ B_T(t) = \sum_{j=0}^i e^{A(r_j(s))}B_j(r_j(t))\bar{r}_j(t), \]

for \( v_i(t) = t - h_i \) and \( r_i(t) = v_i^{-1}(t) \).

4. Conclusions

The linear stochastic dynamical systems with multiple, time-dependent delays in control and constraints on control values have been analyzed in the paper. Various types of stochastic relative controllability with constrained values of control for the dynamical system (1) have been defined. The criteria of stochastic relative controllability with constrained control have been established and proved. The results obtained in this paper extend the results for systems with constrained delays in control [13] and stochastic systems with delays in control [7]. Further works of the authors will focus on fractional systems with delays [25] and positive fractional systems [26].
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