Rate of convergence of Szász-beta operators based on $q$-integers

Abstract: The purpose of this paper is to establish the rate of convergence in terms of the weighted modulus of continuity and Lipschitz type maximal function for the $q$-Szász-beta operators. We also study the rate of $A$-statistical convergence. Lastly, we modify these operators using King type approach to obtain better approximation.
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1 Introduction

In the last decade, approximation of functions by linear methods of convergence has been extensively studied by making use of the $q$-calculus. Lupas [1] introduced a $q$-analogue of the classical Bernstein polynomials and established its approximation and shape preserving properties. Subsequently, Phillips [2] proposed another generalization of Bernstein polynomials and obtained the rate of convergence and Voronovskaja type asymptotic theorem. After that many researchers started working in this direction and introduced the $q$-analogues of several sequences of positive linear operators. We mention here some of the important papers in this direction (cf. [3, 4] and [2, 5–7] etc.). Gupta, Srivastava and Sahai [8] discussed the rate of convergence in simultaneous approximation by Szász beta operators. Recently, Gupta and Mahmudov [5] introduced the $q$-analogue of Szász-Mirakyan-beta type operators as follows: for every $n \in \mathbb{N}$ and $q \in (0, 1)$, the positive linear operator $D^q_n$ is defined by

$$D^q_n(f(t), x) = \sum_{k=0}^{\infty} s^q_{n,k}(x) \frac{q^{k(k+1)/2}}{A_n} \int_0^1 p^q_{n,k}(t)f(t)d_qt,$$

where

$$s^q_{n,k}(x) = \frac{\binom{n}{k}_q x^k}{[k]_q!} q^{\frac{k(k-1)}{2}} \frac{1}{E([n]_q x)}$$

and

$$p^q_{n,k}(t) = \frac{1}{B_q(n, k+1)} \frac{t^k}{(1 + t)^{n+k+1}},$$

for $x \in [0, \infty)$ and for every real valued continuous function $f$ on $[0, \infty)$. They also studied a local approximation theorem, degree of approximation for a Lipschitz class and the rate of convergence of these operators for a weighted space. Subsequently, Yüksel and Dinlemez [9] gave an alternate form of these operators as
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follows: for $0 < q < 1$ and $\gamma > 0$, let $f \in C([0, \infty) := \{ f \in C[0, \infty) : |f(t)| \leq M(1 + t^\gamma) \}$, for some $M > 0$, endowed with the norm $\|f\|_{\gamma} = \sup_{t \geq 0} \frac{|f(t)|}{1 + t^\gamma}$, the q-Szász-Mirakyan-beta type operators are defined as

$$B_{n,q}(f, x) = \sum_{k=0}^{\infty} S_{n,k}^q(x) \int_{0}^{\infty} b_{n,k}^q(t)f(t)dt,$$

where

$$S_{n,k}^q(x) = (\lfloor n_qx \rfloor)_k q^{-[n_q]_k} x^k [k]_q!$$

and

$$b_{n,k}^q(x) = \frac{q^{k^2} x^k}{B_q(k+1, n)(1+x)^q(k+1)}.$$

They obtained a Voronovskaja type approximation theorem in the space of continuous functions weighted by $\rho(x) = 1 + x^2$. For a detailed account of other significant research in this direction we refer to [10, 11]. For the definitions and notations of $q$ calculus one can consult [12].

In the present paper, we study the rate of convergence of the operators defined by (1) in the same weighted space, the Voronovskaja type theorem for $A$-statistical convergence, the rate of $A$-statistical convergence in terms of the modulus of continuity. Finally to obtain better approximation, a modification of these operators is given and a local approximation theorem is derived using King type approach. The paper is organised as follows: Section 2 is devoted to some definitions and auxiliary results and in section 3 we prove the main results of the paper.

## 2 Preliminaries

For simplicity, we define $F_q(n) = \prod_{i=0}^{n-1} [n-i]_q$ and $F_q^*(n) = \prod_{i=0}^{n} [n+i]_q$.

**Lemma 1.** [9] Let $e_m(t) = t^m$, $m = 0, 1, 2, 3, 4$. Then for every $q \in (0, 1)$, we have

1. $B_{n,q}(e_0, x) = 1$.
2. $B_{n,q}(e_1, x) = \frac{[n]_q}{q^n F_q^*(n-1)_q} x + \frac{1}{q^n F_q(n-1)_q}$.
3. $B_{n,q}(e_2, x) = \frac{[n]_q^2}{q^n F_q^*(n-1)_q} x^2 + \frac{[2]_q}{q^n F_q(n-1)_q} x + \frac{[2]_q}{q^n F_q^*(n-1)_q}$.
4. $B_{n,q}(e_3, x) = \frac{[n]_q^3}{q^n F_q^*(n-1)_q} x^3 + \frac{[5]_q + [2]_q^2}{q^{n+1} F_q^*(n-1)_q} x^2 + \frac{[2]_q [3]_q}{q^n F_q(n-1)_q}$.
5. $B_{n,q}(e_4, x) = \frac{[n]_q^4}{q^{2n} F_q(n-1)_q} x^4 + \frac{[2]_q [5]_q + [4]_q [2]_q^2 [3]_q}{q^{n+2} F_q^*(n-1)_q} x^3 + \frac{[5]_q [6]_q + [2]_q [3]_q [4]_q + [2]_q [3]_q [5]_q}{q^{2n} F_q(n-1)_q} x^2 + \frac{[2]_q [3]_q [4]_q [5]_q + [2]_q [3]_q [5]_q}{q^{3n} F_q^*(n-1)_q} x + \frac{[2]_q [3]_q [4]_q [5]_q}{q^{3n} F_q(n-1)_q}$.

Consequently,

$$B_{n,q}(t-x) = \frac{([n]_q - q^2 [n-1]_q)x + q}{q^2 [n-1]_q}, n > 1$$

and

$$B_{n,q}(t-x)^2 = \left( \frac{[n]_q^2}{q^n [n-1]_q [n-2]_q} + 1 - \frac{2 [n]_q}{q^n [n-1]_q} \right) x^2 + \left( \frac{[2]_q^2 [n]_q}{q^n [n-1]_q [n-2]_q} - \frac{2}{q^n [n-1]_q} \right) x + \frac{[2]_q}{q^3 [n-1]_q [n-2]_q}, n > 2$$

$$= \gamma_{n,q}(x), \text{ (say).}$$
Now let us consider the following Lipschitz-type space [13]:

\[ \text{Lip}_M^*(r) := \left\{ f \in C_{\gamma}[0, \infty) : |f(t) - f(x)| \leq M \frac{|t - x|}{(t + x)^r} ; t \geq 0 \text{ and } x \in (0, \infty) \right\}, \]

where \( M \) is a positive constant and \( 0 < r \leq 1 \). Erençin [14] obtained the rate of convergence of the generalized Baskakov operators for functions belonging to the space \( \text{Lip}_M^*(r) \). We also study such a kind of result for the operators defined in (1).

**Lemma 2.** For all \( x > 0 \) and \( n > 2 \), we have

\[ B_{n,q}(|t - x|; x) \leq \sqrt{\gamma_{n,q}(x)}. \]

**Proof.** We may write \( B_{n,q}(|t - x|; x) = \sum_{k=0}^{\infty} \tilde{S}_n^q(x) \int_0^{\infty} b_{n,k}^q(t) |t - x| d_q t. \)

Applying the Cauchy-Schwarz inequality we obtain

\[ B_{n,q}(|t - x|; x) \leq \sum_{k=0}^{\infty} \tilde{S}_n^q(x) \left( \int_0^{\infty} b_{n,k}^q(t)^2 d_q t \right)^{\frac{1}{2}} \left( \int_0^{\infty} b_{n,k}^q(t) |t - x| d_q t \right)^{\frac{1}{2}}. \]

Again, applying the Cauchy-Schwarz inequality and Lemma 1 we find that

\[ B_{n,q}(|t - x|; x) \leq \sqrt{B_{n,q}((t - x)^2; x)} = \sqrt{\gamma_{n,q}(x)}. \]

This completes the proof. \( \square \)

### 3 Main Results

#### 3.1 Direct Results

**Theorem 1.** Let \( 0 < r \leq 1 \) and \( f \in \text{Lip}_M^*(r) \). Then for all \( x > 0 \) and \( n > 2 \), we have

\[ |B_{n,q}(f; x) - f(x)| \leq M \left( \gamma_{n,q}(x) \right)^{\frac{r}{2}}, \]

where \( \gamma_{n,q}(x) \) is defined as in Lemma 1.

**Proof.** By our definition for \( f \in \text{Lip}_M^*(1) \), using Lemma 2 we have

\[ |B_{n,q}(f; x) - f(x)| \leq \sum_{k=0}^{\infty} \tilde{S}_n^q(x) \int_0^{\infty} b_{n,k}^q(t) |f(t) - f(x)| d_q t \]

\[ \leq M \sum_{k=0}^{\infty} \tilde{S}_n^q(x) \int_0^{\infty} b_{n,k}^q(t) \frac{|t - x|}{(t + x)^{r/2}} d_q t \]

\[ \leq \frac{M}{\gamma_{n,q}(x)} \sum_{k=0}^{\infty} \tilde{S}_n^q(x) \int_0^{\infty} b_{n,k}^q(t) |t - x| d_q t. \]
Applying Hölder inequality two times with \( p = \frac{2}{r} \) and \( q = \frac{2}{r^*} \) we obtain

\[
|B_{n,q}(f; x) - f(x)| \leq \frac{M}{(x)^\frac{r}{2}} \left\{ \sum_{k=0}^{\infty} S_{n,k}^q(x) \left( \int_0^\infty b_{n,k}^q(t)(t-x)^\mu d\gamma t \right)^{\frac{1}{r}} \left( \int_0^\infty b_{n,k}^q(t) d\gamma t \right)^{\frac{1}{r^*}} \right\}
\]

\[
\leq M \left\{ \sum_{k=0}^{\infty} S_{n,k}^q(x) \left( \int_0^\infty b_{n,k}^q(t)(t-x)^\mu d\gamma t \right)^{\frac{1}{r}} \left( \sum_{k=0}^{\infty} S_{n,k}^q(x) \int_0^\infty b_{n,k}^q(t) d\gamma t \right)^{\frac{1}{r^*}} \right\}
\]

\[
= M \left( \frac{\gamma_{n,q}(x)}{x} \right)^\frac{q}{r}.
\]

which completes the proof.

In order to establish the weighted approximation properties of the operators (1), we define the space \( C_2^\alpha[0, \infty) \) as follows:

\[ C_2^\alpha[0, \infty) := \{ f \in C[0, \infty) : \lim_{x \to \infty} \frac{|f(x)|}{1 + x^2} < \infty \}. \]

For some other important papers in this area please see [15, 16].

**Theorem 2.** Let \( 0 < q_n < 1 \) and \( A > 0 \). Then for each \( f \in C_2^\alpha[0, \infty) \), the sequence \( B_{n,q_n}(f; x) \) converges to \( f \) uniformly on \([0, A]\) if and only if \( \lim_{n \to \infty} q_n = 1 \).

**Proof.** The proof of the theorem follows along the lines of the proof of Theorem 1 in [17]. Hence the details are omitted.

**Theorem 3.** Let \( 0 < q_n < 1 \) and \( q_n \to 1 \), as \( n \to \infty \). Then for each \( f \in C_2^\alpha[0, \infty) \) and \( \alpha > 0 \), we have

\[ \lim_{n \to \infty} \sup_{x \in [0, \infty)} \frac{|B_{n,q_n}(f; x) - f(x)|}{(1 + x^2)^{1+\alpha}} = 0. \]

**Proof.** Let \( x_0 \in [0, \infty) \) be arbitrary but fixed. Then

\[
\sup_{x \in [0, \infty)} \frac{|B_{n,q_n}(f; x) - f(x)|}{(1 + x^2)^{1+\alpha}} \leq \sup_{x > x_0} \frac{|B_{n,q_n}(f; x) - f(x)|}{(1 + x^2)^{1+\alpha}} + \sup_{x < x_0} \frac{|B_{n,q_n}(f; x) - f(x)|}{(1 + x^2)^{1+\alpha}}
\]

\[
\leq ||B_{n,q_n}(f) - f||_{C[0,x_0]} + ||f||_2 \sup_{x > x_0} \frac{|B_{n,q_n}(f + t^2; x)|}{(1 + x^2)^{1+\alpha}} + \sup_{x < x_0} \frac{|f(x)|}{(1 + x^2)^{1+\alpha}}
\]

\[
= I_1 + I_2 + I_3, \text{ say.}
\]

Since \( |f(x)| \leq ||f||_2 (1 + x^2) \), we have \( \sup_{x > x_0} \frac{|f(x)|}{(1 + x^2)^{1+\alpha}} \leq ||f||_2 \frac{||f||_2}{(1 + x^2)^{1+\alpha}} \).

Let \( \epsilon > 0 \) be arbitrary. We can choose \( x_0 \) to be so large that

\[
\frac{||f||_2}{(1 + x_0^2)^\alpha} < \frac{\epsilon}{6}.
\]

In view of Theorem 2, there exists a \( n_1 \in \mathbb{N} \) such that

\[
||f_2|| \frac{|B_{n,q_n}(f + t^2; x)|}{(1 + x^2)^{1+\alpha}} < \frac{1}{6} ||f||_2 + \frac{\epsilon}{3}, \forall n \geq n_1.
\]

Hence

\[
||f_2|| \sup_{x > x_0} \frac{|B_{n,q_n}(f + t^2; x)|}{(1 + x^2)^{1+\alpha}} < \frac{||f||_2}{(1 + x_0^2)^\alpha} + \frac{\epsilon}{3}, \forall n \geq n_1.
\]
Thus, combining (3) and (4)

\[ I_2 + I_3 < \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3}, \quad \forall n \geq n_1 \quad (5) \]

Using Theorem 2, we can see that the first term of the inequality (2) implies that

\[ \|B_{n,q}(f) - f\|_{C[0,x]} < \frac{\epsilon}{3}, \quad \forall n \geq n_2. \quad (6) \]

Let \( n_0 = \text{max}(n_1, n_2) \). Then, combining (2), (5) and (6) we get the desired result.

For \( f \in C^2_2[0, \infty) \), the weighted modulus of continuity is defined as

\[ \Omega_2(f, \delta) = \sup_{x \in \Omega} \sup_{0 < |h| < \delta} \frac{|f(x + h) - f(x)|}{1 + (x + h)^2}. \]

**Lemma 3.** [18] If \( f \in C^2_2[0, \infty) \), then

1. \( \Omega_2(f, \delta) \) is a monotone increasing function of \( \delta \),
2. \( \lim_{\delta \to 0} \Omega_2(f, \delta) = 0; \)
3. for any \( \lambda \in [0, \infty) \), \( \Omega_2(f, \lambda \delta) \leq (1 + \lambda) \Omega_2(f, \delta) \).

**Theorem 4.** If \( f \in C^2_2[0, \infty) \), then for sufficiently large \( n \) we have

\[ |B_{n,q_n}(f; x) - f(x)| \leq K(1 + x^{2+\delta}) \Omega_2(f, \delta_n), \quad x \in [0, \infty), \]

where \( \lambda \geq 1, \delta_n = \max\{\alpha_n, \beta_n, \gamma_n, \}, \alpha_n, \beta_n, \gamma_n \) being

\[ \left( \frac{[n]_{q_n}^2}{q_n^3[n-1]_{q_n}[n-2]_{q_n}} + 1 - \frac{2[n]_{q_n}}{q_n^3[n-1]_{q_n}[n-2]_{q_n}} \right), \left( \frac{[2]_{q_n}^2[n]_{q_n}}{q_n^3[n-1]_{q_n}[n-2]_{q_n}} - \frac{2}{q_n^3[n-1]_{q_n}} \right) \]

and

\[ \frac{[2]_{q_n}}{q_n^3[n-1]_{q_n}[n-2]_{q_n}} \]

respectively and \( K \) is a positive constant independent of \( f \) and \( n \).

**Proof.** From the definition of \( \Omega_2(f, \delta) \) and Lemma 3, we have

\[ |f(t) - f(x)| \leq (1 + (x + |t - x|)^2) \left( 1 + \frac{|t - x|}{\delta} \right) \Omega_2(f, \delta) \]

\[ \leq (1 + (2x + t)^2) \left( 1 + \frac{|t - x|}{\delta} \right) \Omega_2(f, \delta) \]

\[ = \phi_2(t) \left( 1 + \frac{\psi_2(t)}{\delta} \right) \Omega_2(f, \delta), \]

where \( \phi_2(t) = 1 + (2x + t)^2 \) and \( \psi_2(t) = |t - x| \). Thus, from the definition (1) \( |B_{n,q_n}(f; x) - f(x)| \leq \left( B_{n,q_n}(\phi_2; x) + \frac{B_{n,q_n}(\phi_2; x)}{\delta_n} \right) \Omega_2(f, \delta_n) \).

Now, applying the Cauchy -Schwarz inequality to the second term on the right hand side of the above inequality we get:

\[ |B_{n,q_n}(f; x) - f(x)| \leq \left( B_{n,q_n}(\phi_2; x) + \frac{1}{\delta_n} \sqrt{B_{n,q_n}(\phi_2^2; x)} \sqrt{B_{n,q_n}(\psi_2^2; x)} \right) \Omega_2(f, \delta_n). \quad (7) \]
From Lemma 1

\[
\frac{1}{1 + x^2} B_{n,q}(1 + t^2; x) = \frac{1}{1 + x^2} + \frac{1}{1 + x^2} \left( \frac{[n]_q^2 x^2 + q_n[2]_q [n]_q x + q_n^2 [2]_q}{q_n^2 [n - 1]_q [n - 2]_q} \right).
\]

for sufficiently large n, where \( C_1 \) is a positive constant.

From (8) there exists a positive constant \( K_1 \) such that \( B_{n,q}(\phi_x; x) \leq K_1 (1 + x^2) \), for sufficiently large n, \( K_1 \) being 1 + \( C_1 \).

Proceeding similarly, \( \frac{1}{1 + x^2} B_{n,q}(1 + t^2; x) \leq 1 + C_2 \), for sufficiently large n, where \( C_2 \) is a positive constant. So, there exists a positive constant \( K_2 \) such that \( \sqrt{B_{n,q}(\phi_x^2; x)} \leq K_2 (1 + x^2) \) where \( x \in [0, \infty) \) and n is large enough. Also, we get

\[
B_{n,q}(\psi_x^2; x) = \left\{ \left( \frac{[n]_q^2}{q_n^2 [n - 1]_q [n - 2]_q} + 1 - \frac{2[n]_q}{q_n^2 [n - 1]_q} \right) x^2 + \left( \frac{2[n]_q}{q_n^2 [n - 1]_q [n - 2]_q} - \frac{x}{q_n [n - 1]_q} \right) \right\}
\]

\[
= a_n x^2 + \beta_n x + \gamma_n.
\]

Hence from (7) we have

\[
|B_{n,q}(f; x) - f(x)| \leq (1 + x^2)(K_1 + \frac{1}{\delta_n} K_2 \sqrt{a_n x^2 + \beta_n x + \gamma_n}) \Omega_2(f, \delta_n).
\]

If we take \( \delta_n = \max\{a_n, \beta_n, \gamma_n\} \), then we get

\[
|B_{n,q}(f; x) - f(x)| \leq (1 + x^2)(K_1 + K_2 \sqrt{x^2 + x + 1}) \Omega_2(f, \delta_n),
\]

\[
\leq K_3 (1 + x^{2+\lambda}) \Omega_2(f, \delta_n),
\]

for sufficiently large n and \( x \in [0, \infty) \). Hence, the proof is completed. \( \square \)

Let \( C_B[0, \infty) \) denote the space of bounded and uniformly continuous functions endowed with the norm \( ||f|| = \sup_{x \in [0, \infty)} |f(x)|. \)

For \( f \in C_B[0, \infty) \), the Lipschitz-type maximal function of order \( \eta \) introduced by Lenze [19] is defined as

\[
\omega_\eta(f, x) = \sup_{t \neq x, t \in [0, \infty)} \frac{|f(t) - f(x)|}{|t - x|^{\eta}}, \quad x \in [0, \infty)
\]

and

\[
\eta \in (0, 1].
\]

**Theorem 5.** Let \( f \in C_B[0, \infty) \). Then, for all \( x \in [0, \infty) \) we have

\[
|B_{n,q}(f; x) - f(x)| \leq \omega(f, x)(\gamma_n,q(x))^{\frac{3}{2}}.
\]

**Proof.** From the above definition of Lipschitz-type maximal function of order \( \eta \) we have

\[
|B_{n,q}(f; x) - f(x)| \leq \omega_n(f, x)B_{n,q}(t - x; x).
\]

Applying Hölder’s inequality with \( p = \frac{2}{\eta} \) and \( \frac{1}{q} = 1 - \frac{1}{p} \), we get

\[
|B_{n,q}(f; x) - f(x)| \leq \omega(f, x)B_{n,q}(t - x; x)^{\frac{3}{2}} \leq \omega(f, x)(\gamma_n,q(x))^{\eta/2}.
\]

Thus, the proof is completed. \( \square \)
Let $0 < a < 1$ and let $D$ be a subset of the interval $[0, \infty)$. Then by $\text{Lip}_M(D, a)$, we denote the space of all functions satisfying the condition

$$|f(y) - f(x)| \leq M|y - x|^a, \text{ for } y \in \overline{D} \text{ and } x \in [0, \infty),$$

where $\overline{D}$ denotes the closure of $D$ in $[0, \infty)$.

**Theorem 6.** Let $D$ be a subset of $[0, \infty)$, $q \in (0, 1)$ and $\alpha \in (0, 1]$. Then, for every $n \in N$, $x \in [0, \infty)$ and $f \in C_B[0, \infty) \cap \text{Lip}_M(D, a)$, we have

$$|B_{n,q}(f; x) - f(x)| \leq M\{(\gamma_{n,q}(x))^{a/2} + 2(d(x, D))^a\},$$

where $M$ is a positive constant; $d(x, D)$ is the distance between $x$ and $D$ defined as $d(x, D) = \inf\{|y - x| : y \in D\}$; and $\gamma_{n,q}$ is as defined in Lemma 1.

**Proof.** Let $\overline{D}$ denote the closure of $D$ in $[0, \infty)$ and $x \in [0, \infty)$ be fixed. Then, there exists a point $x_0 \in \overline{D}$ such that $|x - x_0| = d(x, D)$. Using the triangle inequality we get

$$|f(y) - f(x)| \leq |f(y) - f(x_0)| + |f(x) - f(x_0)|.$$  

Hence it follows from (9) that

$$|B_{n,q}(f; x) - f(x)| \leq B_{n,q}(|f(y) - f(x_0)|; x)$$

$$\leq B_{n,q}(|f(y) - f(x_0)|; x) + |f(x) - f(x_0)|$$

$$\leq M\{B_{n,q}(|y - x_0|^a; x) + (d(x, D))^a\}$$

$$= M\{B_{n,q}(|y - x|^a; x) + 2(d(x, D))^a\}.$$  

Using the Cauchy-Bunyakowsky-Schwarz inequality for positive linear operators we find that

$$|B_{n,q}(f; x) - f(x)| \leq M\{B_{n,q}((|y - x|^2)^{a/2}; x) + 2(d(x, D))^a\}.$$  

This completes the proof. \qed

### 3.2 A-Statistical Convergence

Let $A = (a_{nk})$ be a non-negative infinite summability matrix. For a given sequence $x := (x_n)$, the A-transform of $x$ denoted by $Ax : (Ax)_n$ is defined as

$$(Ax)_n = \sum_{k=1}^{\infty} a_{nk}x_k,$$

provided the series converges for each $n$. $A$ is said to be regular if $\lim_n (Ax)_n = L$ whenever $\lim_n x_n = L$. Then $x = (x_n)$ is said to be $A$-statistically convergent to $L$, i.e. $\text{st}_A - \lim_n (x_n) = L$ if for every $c > 0$, $\lim_n \Sigma_{k=1}^{\infty} |x_k - L| \leq c a_{nk} = 0$. If we replace $A$ by $C_1$, then $A$ is a Cesaro matrix of order 1 and $A$-statistical convergence is reduced to statistical convergence. Similarly, if $A = I$, the identity matrix, then $A$-statistical convergence is called ordinary convergence. Kolk [20] proved that statistical convergence is better than ordinary convergence. Many researchers have made significant contributions in this area. We refer the reader to some of the important papers in this direction (cf. [17,21–23] and [7, 24–27] etc.). Let $q_n \in (0, 1)$ be a sequence such that

$$\text{st}_A - \lim_n q_n = 1, \quad \text{st}_A - \lim_n q_n = \lambda, \quad (\lambda < 1)$$

and

$$\text{st}_A - \lim_n \frac{1}{nq_n} = 0.$$  

**Theorem 7.** Let $A = (a_{nk})$ be a non negative regular summability matrix and $(q_n)$ be a sequence in $(0, 1)$ satisfying (10). Let the operators $B_{n,q_n}$, $n \in N$, be defined as in (1). Then for each function $f \in C_B[0, \infty)$, we have

$$\text{st}_A - \lim_n ||B_{n,q_n}(f; .) - f||_p = 0,$$

where $p(x) = 1 + x^{2+1}, \lambda > 0$.  

Proof. By Bohman Korovkin type theorem ([28], Theorem 3, p. 191) it is sufficient to prove that

\[ st_A - \lim_n ||B_{n,q_n}(e_i;) - e_i||_2 = 0, \]

where \( e_i(x) = x^i, i = 0, 1, 2 \). From Lemma 1, \( st_A - \lim_n ||B_{n,q_n}(e_0;) - e_0||_2 = 0 \) holds.

Again, using Lemma 1, we have

\[
||B_{n,q_n}(e_1;) - e_1||_2 \leq \sup_{x \in [0, \infty)} \left\{ \frac{x}{1 + x^2} \left| \frac{[n]_{q_n}}{[n-1]_{q_n} q_n^n} - 1 \right| + \frac{1}{1 + x^2} \frac{1}{q_n[n-1]_{q_n}} \right\}
\]

For each \( \epsilon > 0 \), let us define the following sets:

\[
G : = \left\{ k : ||B_{k,q_k}(e_1;) - e_1|| \geq \epsilon \right\},
\]

\[
G_1 : = \left\{ k : \left| \frac{[k]_{q_k}}{q_k^n[k-1]_{q_k}} - 1 \right| \geq \frac{\epsilon}{2} \right\},
\]

\[
G_2 : = \left\{ k : \frac{1}{q_k^n[k-1]_{q_k}} \geq \frac{\epsilon}{2} \right\},
\]

which yields \( G \subseteq G_1 \cup G_2 \) in view of (11) and therefore for all \( n \in N \) we have

\[
\sum_{k \in G} a_{nk} \leq \sum_{k \in G_1} a_{nk} + \sum_{k \in G_2} a_{nk}.
\]

Hence \( st_A - \lim_n ||B_{n,q_n}(e_2;) - e_2||_2 = 0 \). Proceeding similarly,

\[
||B_{n,q_n}(e_2;) - e_2||_2 \leq \left| \frac{[n]_{q_n}^2}{q_n^n[n-1]_{q_n} (n-2)_{q_n}} - 1 \right| + \frac{[2]_{q_n}^2 [n]_{q_n}}{q_n^n[n-1]_{q_n} (n-2)_{q_n}} + \frac{[2]_{q_n}}{q_n^n[n-1]_{q_n}}.
\]

Now, let us define the following sets:

\[
M : = \left\{ k : ||B_{k,q_k}(e_2;) - e_2|| \geq \epsilon \right\},
\]

\[
M_1 : = \left\{ k : \left| \frac{[k]_{q_k}^2}{q_k^n[k-1]_{q_k} [k-2]_{q_k}} - 1 \right| \geq \frac{\epsilon}{3} \right\},
\]

\[
M_2 : = \left\{ k : \frac{[2]_{q_k}^2 [k]_{q_k}}{q_k^n[k-1]_{q_k} [k-2]_{q_k}} \geq \frac{\epsilon}{3} \right\},
\]

\[
M_3 : = \left\{ k : \frac{[2]_{q_k}}{q_k^n[k-1]_{q_k}} \geq \frac{\epsilon}{3} \right\},
\]

then we obtain \( M \subseteq M_1 \cup M_2 \cup M_3 \), which implies that

\[
\sum_{k \in G} a_{nk} \leq \sum_{k \in M_1} a_{nk} + \sum_{k \in M_2} a_{nk} + \sum_{k \in M_3} a_{nk}.
\]

Hence, taking the limit as \( n \to \infty \) we get \( st_A - \lim_n ||B_{n,q_n}(e_2;) - e_2||_2 = 0 \). This completes the proof of the theorem. \( \square \)

**Theorem 8.** Let \( A = (a_{jn}) \) be a nonnegative regular summability matrix, and let \( (q_n) \) be a sequence from \((0, 1)\) satisfying (10). Assume that \( D \) is a compact set in \([0, \infty)\). Then for every \( f \in C_B[0, \infty) \cap Lip_M(D, a) \) with \( M > 0 \) and \( a \in (0, 1) \), we have

\[ st_A - \lim_n ||B_{n,q_n}(f) - f||_D = 0. \]
Proof. Let \( x \in D \) be fixed. Then from Theorem 6, for each \( x \in D \)
\[
|B_{n,q}(f; x) - f(x)| \leq M(\gamma_n)(x^{n/2} \leq M\left( \frac{[n]^q}{q^6[n-1]^q[n-2]^q} + \frac{1 - \frac{2}{q}[n]^q}{q^2[n-1]^q} x^2 \right) + \frac{[2]^q[n]^q}{q^3[n-1]^q[n-2]^q} x \left( \frac{[2]^q[n]^q}{q^3[n-1]^q[n-2]^q} \right)^{a/2}. \tag{12}
\]
Since \( D \) is compact, the number \( x_0 := \sup_{x \in D} x \) is finite. Hence, taking supremum over \( x \in D \) on both sides of (12), we obtain that
\[
||B_{n,q}(f) - f||_{D} \leq M\left( \frac{[n]^q}{q^6[n-1]^q[n-2]^q} + \frac{1 - \frac{2}{q}[n]^q}{q^2[n-1]^q} x_0^2 \right) + \frac{[2]^q[n]^q}{q^3[n-1]^q[n-2]^q} x_0 \left( \frac{[2]^q[n]^q}{q^3[n-1]^q[n-2]^q} \right)^{a/2},
\]
where \( L = (1 + x_0^2)^{\frac{a}{2}} \) which yields for every \( \epsilon > 0 \),
\[
n \in N : ||B_{n,q}(f) - f||_{D} \geq \epsilon \subseteq \left\{ n \in N : \gamma_n(1) \geq \left( \frac{\epsilon}{LM} \right)^{2/a} \right\}
\]
and hence
\[
\sum_{n : ||B_{n,q}(f) - f||_{D} \geq \epsilon} a_{jm} \leq \sum_{n : \gamma_n(1) \leq \left( \frac{\epsilon}{LM} \right)^{2/a}} a_{jm} = 0,
\]
thus we get the required result. \( \square \)

Now we will prove a Voronovskaja-type theorem for operators \( B_{n,q} \) by taking a sequence \( (q_n) \) satisfying (10).

**Lemma 4.** Let \( A = (a_{jm}) \) be a nonnegative regular summability matrix, and let \( (q_n) \) be a sequence from \( (0, 1) \) satisfying (10). Then
\[
\begin{align*}
st_A \lim_{n \to \infty} [n]^q B_{n,q}((t - x) x) &= (2 - \lambda)x + 1, \\
&= (2 - \lambda)x + 2, \\
&= (3\lambda^2 - 12\lambda + 12)x^2 + (24 - 12\lambda)x^2 + 12x^2,
\end{align*}
\]
uniformly with respect to \( x \in [0, b] \), \( (b > 0) \), where \( \lambda = st_A - \lim q_n^2 \).

**Proof.** From Lemma 1
\[
\lim_{n \to \infty} [n]^q B_{n,q}(t - x) = \left( \frac{[n]^q}{q_n[n-1]^q} - [n]^q \right) x + \frac{[n]^q}{q_n[n-1]^q},
\]
and
\[
[n]^q B_{n,q}((t - x)^2) x = \left( \frac{[n]^q}{q_n[n-1]^q[n-2]^q} + [n]^q - \frac{2[n]^q}{q_n[n-1]^q} \right) x^2 + \left( \frac{[2]^q[n]^q}{q_n[n-1]^q[n-2]^q} - \frac{2[n]^q}{q_n[n-1]^q} \right) x + \frac{[2]^q[n]^q}{q_n[n-1]^q[n-2]^q},
\]
Then, using (10) we get
\[ st_A - \lim_{n \to \infty} [n]_{q_n} B_{n,q_n}((t - x); x) = (2 - \lambda)x + 1, \]
and
\[ st_A - \lim_{n \to \infty} [n]_{q_n} B_{n,q_n}((t - x)^2; x) = (2 - \lambda)x^2 + 2x \]
uniformly with respect to \( x \in [0, b] \). Again using Lemma 1, we obtain
\[
B_{n,q_n}((t - x)^4; x) = \left( \frac{[n]_{q_n}^4}{q_n^5F^5_1[n - 1]_{q_n}} + [n]_{q_n}^2 \frac{4[n]_{q_n}^2}{q_n^3F^3_2[n - 1]_{q_n}} - \frac{4[n]_{q_n}^4}{q_n^2F^2_3[n - 1]_{q_n}} + \frac{6[n]_{q_n}^6}{q_n^1F^1_4[n - 1]_{q_n}} \right)x^4
\]
\[
+ \left( \frac{[n]_{q_n}^3}{q_n^4F^4_3[n - 1]_{q_n}} + [n]_{q_n} \frac{4[n]_{q_n}^2}{q_n^2F^2_5[n - 1]_{q_n}} - \frac{4[n]_{q_n}^4}{q_n^1F^1_6[n - 1]_{q_n}} \right)x^3
\]
\[
+ \left( \frac{[n]_{q_n}^2}{q_n^3F^3_4[n - 1]_{q_n}} + [n]_{q_n} \frac{4[n]_{q_n}^2}{q_n^1F^1_5[n - 1]_{q_n}} - \frac{4[n]_{q_n}^4}{q_n^0F^0_6[n - 1]_{q_n}} \right)x^2
\]
\[
+ \left( \frac{[n]_{q_n}}{q_n^1F^1_4[n - 1]_{q_n}} + [n]_{q_n} \frac{4[n]_{q_n}^2}{q_n^0F^0_5[n - 1]_{q_n}} - \frac{4[n]_{q_n}^4}{q_n^{-1}F^{-1}_6[n - 1]_{q_n}} \right)x + \frac{[2]_{q_n} [3]_{q_n} [4]_{q_n} [n]_{q_n}^2}{q_n^{0}F^0_6[n - 1]_{q_n}} \cdot x^1.
\]
Hence using (10) we get
\[ st_A - \lim_{n \to \infty} [n]_{q_n} B_{n,q_n}((t - x)^4; x) = (3\lambda^2 - 12\lambda + 12)x^4 + (24 - 12\lambda)x^3 + 12x^2, \]
uniformly with respect to \( x \in [0, b] \). 

**Theorem 9.** (Voronovskaja-type theorem) Let \( A = (a_{jn}) \) be a nonnegative regular summability matrix, and let \((q_n)\) be a sequence from \((0, 1)\) satisfying (10). Then for every \( f \in C^2_2[0, \infty) \) such that
\[ f', f'' \in C^*_2[0, \infty), \]
we have
\[ st_A - \lim_{n \to \infty} [n]_{q_n} (B_{n,q_n}(f; x) - f(x)) = ((2 - \lambda)x + 1)f'(x) + ((2 - \lambda)x^2 + 2x)f''(x), \]
uniformly with respect to \( x \in [0, b], b > 0 \).

**Proof.** Let \( f,f',f'' \in C^*_2[0, \infty) \). For each \( x \in [0, b] \), let us define a function \( \psi(y) := \psi(y, x) \) by
\[
\psi(y) = \begin{cases} 
\frac{f(y) - f(x) - (y - x)f'(x) - \frac{(y - x)^2}{2}f''(x)}{(y - x)^2} & \text{if } y \neq x \\
0 & \text{if } y = x.
\end{cases}
\]
Then, by our hypothesis we have \( \psi(x, x) = 0 \) and the function \( \psi(\), x) belongs to \( C^*_2[0, \infty) \). We may write
\[ f(y) = f(x) + (y - x)f'(x) + \frac{(y - x)^2}{2}f''(x) + (y - x)^2\psi(y, x). \]
Now,
\[
[n]_{q_n}(B_{n,q_n}(f; x) - f(x)) = f'(x)[n]_{q_n} B_{n,q_n}((t - x); x) + \frac{f''(x)}{2}[n]_{q_n} B_{n,q_n}((t - x)^2; x)
+ [n]_{q_n} B_{n,q_n}((t - x)^2\psi(y, x); x).
\]
If we apply the Cauchy-Schwarz inequality for the last term on the right-hand side of the last equality, we get
\[
[n]_{q_n} B_n, q_n (t - x)^2 \psi^2 (x) \leq ((n]_{q_n} B_n, q_n ((t - x)^4 ; x))^2 B_n, q_n (\psi^2 ; x))^2
\] (14)

Let \( \eta(y, x) := \psi^2 (y, x) \). Then \( \eta(x, x) = 0 \) and \( \eta(x, x) \in C^2_0 [0, \infty) \). Then, it follows from the proof of Theorem 6 that
\[
st_A - \lim_{n \to \infty} B_n, q_n (\psi^2 ; x) = st_A - \lim_{n \to \infty} B_n, q_n (\eta(y, x); x) = \eta(x, x) = 0,
\] uniformly with respect to \( x \in [0, b] \). Now, by (14), (15) and Lemma 4, we obtain that
\[
st_A - \lim_{n \to \infty} [n]_{q_n} B_n, q_n ((t - x)^2 \psi; x) = 0,
\] uniformly with respect to \( x \in [0, b] \). Combining the equations (13) – (15) and Lemma 4, we get
\[
st_A - \lim_{n \to \infty} [n]_{q_n} (B_n, q_n (f; x) - f(x)) = ((2 - \lambda) x + 1) f'(x) + \frac{(2 - \lambda) x^2 + 2 x f''(x)}{2},
\] uniformly with respect to \( x \in [0, b] \). This completes the proof.

\[
\text{3.3 Rate of A-statistical Approximation}
\]

Let \( A = (a_{jn}) \) be a nonnegative regular summability matrix and let \( (b_j) \) be a positive non-increasing sequence. Following [29], we say that a sequence \( x = (x_n) \) is \( A \)-statistically convergent to the number \( L \) with the rate of \( o(b_j) \) if for every \( \epsilon > 0 \),
\[
\lim_{n \to \infty} \frac{1}{b_n} \sum_{n \leq |x_n - L| \in \epsilon b_n} a_{jn} < \infty \quad \text{then} \quad x \in A \)-statistically bounded with the rate of \( O(b_n) \) and it is denoted by \( x_n = st_A - O(b_n) \), as \( n \to \infty \).

The sequence \( x = (x_n) \) is \( A \)-statistically convergent to \( L \) with the rate of \( o(b_n) \), denoted by \( x_n - L = st_A - o(b_n) \), (as \( n \to \infty \)), if for every \( \epsilon > 0 \),
\[
\lim_{n \to \infty} \frac{1}{b_n} \Sigma_{n \leq |x_n - L| \in \epsilon b_n} a_{jn} = 0.
\]
Finally, the sequence \( x = (x_n) \) is \( A \)-statistically bounded with rate of \( O(b_n) \) provided that there is a positive number \( M \) such that
\[
\lim_{n \to \infty} \Sigma_{n \leq |x_n| \leq M b_n} a_{jn} = 0.
\]
In this case we write \( x_n = st_A - O(b_n) \), as \( n \to \infty \).

**Theorem 10.** Let \( A = (a_{jn}) \) be a nonnegative regular summability matrix and \( (b_n(x)) \), be a non-increasing sequence. If the sequence of positive linear operators \( B_n, q \) is defined by (1) and
\[
\omega(f, \delta_{n,x}) = st_A - o(b_n(x)) \quad \text{with} \quad \delta_{n,x} = \sqrt{B_n, q ((t - x)^2 ; x)}
\]
then
\[
B_n, q (f; x) - f(x) = st_A - o(b_n(x)),
\]
where \( \omega(f, \delta_{n,x}) \) is the usual modulus of continuity. Similar results hold when small "o" is replaced by large "O".

**Proof.** Since \( B_n, q (e_0, x) = e_0(x) \) and from Cauchy-Schwarz inequality for linear positive operators we have
\[
|B_n, q (f; x) - f(x)| \leq \left[ B_n, q (e_0, x) + \frac{1}{\delta_{n,x}} (B_n, q ((e_1 - x^2), x)^{1/2}) \right] \omega(f, \delta_{n,x}).
\]
Choosing \( \delta_{n,x} = \sqrt{(B_n, q ((e_1 - x^2), x))} \), we get
\[
|B_n, q (f; x) - f(x)| \leq 2 \omega(f, \delta_{n,x}).
\]
This implies that
\[
\frac{1}{b_n(x)} \sum_{n \leq |B_n, q (f; x) - f(x)| \in \epsilon} a_{jn} \leq \frac{1}{b_n(x)} \sum_{n \leq 2|f; \delta_{n,x}| \in \epsilon/2} a_{jn}.
\]
Hence the proof follows.
Replacing "o" by "o_µ" one can get the following result.

**Theorem 11.** Let \( A = (a_{i,n}, b_{n,q}) \) and \( β_{n,q} \) be the same as in Theorem 10. Assume that the operators \( B_{n,q} \) satisfy the condition

\[
ω(f; δ_{n,x}) = st_A - o_µ(b_n(x)) \text{ with } δ_{n,x} = \sqrt{B_{n,q}(e_1 - x)^2; x},
\]

Then, for all functions \( f \in C_2[0, ∞) \)

\[
B_{n,q}(f; x) - f(x) = st_A - o_µ(b_n(x)).
\]

Similar conclusions hold when small "o_µ" is replaced by large "O_µ".

### 3.4 Better estimates

It is well known that the classical Bernstein polynomials preserve constant as well as linear functions. To make the convergence faster, King [30] proposed an approach to modify the Bernstein polynomials, so that the sequence preserves test functions \( e_0 \) and \( e_2 \), where \( e_i(t) = t^i, i = 0, 1, 2 \). As the operator \( B_{n,q}(f; x) \) defined in (1) reproduces only constant functions, this motivated us to propose the modification of this operator, so that it can preserve constant as well as linear functions.

For \( f \in C_B[0, ∞) \), let us consider the following K-functional:

\[
K_2(f, δ) = \inf_{g \in W^2} ||f - g|| + δ||g''||,
\]

(16)

where \( δ > 0 \) and \( W^2 = \{ g \in C_B[0, ∞); g'' \in C_B[0, ∞) \} \). From [31], there exists an absolute constant \( C > 0 \) such that

\[
K_2(f, δ) ≤ Cω_2(f, √δ),
\]

(17)

where

\[
ω_2(f, √δ) = \sup_{0 < h < √δ} \sup_{x \in [0, ∞)} |f(x + 2h) - 2f(x + h) + f(x)|
\]

is the second order modulus of smoothness of \( f \). The modification of the operators given in (1) is defined as

\[
B_{n,q}(f; x) = \sum_{k=0}^{∞} S^q_{n,k}(r_n^q(x)) \int_0^{∞/A} b^q_{n,k}(t)f(t)d_q t
\]

where \( r_n^q(x) = (x - \frac{1}{q^{[n-1]_q}})^{q^{[n-1]_q}[n_q]} \) for \( x \in I_n = \left[ \frac{1}{q^{[n-1]_q}}, ∞ \right) \) and \( n > 1 \).

**Lemma 5.** For each \( x \in I_n \), by a simple computation, we have

1. \( B_{n,q}(1; x) = 1 \)
2. \( B_{n,q}(t; x) = x \)
3. \( B_{n,q}(t^2; x) = \frac{[n - 1]_q}{q^2[n - 2]_q} x^2 + \frac{-2 + [2]_q^2}{q^3[n - 2]_q} x + \frac{1 - [2]_q^2 + q[2]_q}{q^4[n - 1]_q[n - 2]_q}. \)

Consequently for each \( x \in I_n \), we have the following equalities:

\[
B_{n,q}(t - x; x) = 0.
\]

\[
B_{n,q}((t - x)^2; x) = \left( \frac{[n - 1]_q}{q^2[n - 2]_q} - 1 \right) x^2 + \left( \frac{-2 + [2]_q^2}{q^3[n - 2]_q} \right) x + \frac{1 - [2]_q^2 + q[2]_q}{q^4[n - 1]_q[n - 2]_q}.
\]

(18)
Theorem 12. Let \( f \in C_{\beta}[0, \infty) \) and \( x \in I_n \). Then, there exists a positive constant \( C \) such that
\[
|\tilde{B}_{n,q}(f; x) - f(x)| \leq C \omega_2(f, \sqrt{\xi_n(x)}),
\]
where \( \xi_n(x) \) is given by (18).

Proof. Let \( g \in W^2 \), \( x \in I_n \) and \( t \in [0, \infty) \). By Taylor's expansion we have
\[
g(t) = g(x) + (t-x)g'(x) + \int_x^t (t-u)g''(u)du.
\]
Applying \( \tilde{B}_{n,q} \) on both sides and using Lemma 4, we get
\[
\tilde{B}_{n,q}(g; x) - g(x) = \tilde{B}_{n,q}((t-x); x)g'(x) + \tilde{B}_{n,q}\left(\int_x^t (t-u)g''(u)du; x\right).
\]
Obviously, we have
\[
\left|\int_x^t (t-u)g''(u)du\right| \leq (t-x)^2 ||g''||.
\]
Therefore
\[
|\tilde{B}_{n,q}(g; x) - g(x)| \leq \tilde{B}_{n,q}((t-x)^2; x)||g''|| = \xi_n(x)||g''||.
\]
Since \( |\tilde{B}_{n,q}(f; x)| \leq ||f|| \), we get
\[
|\tilde{B}_{n,q}(f; x) - f(x)| \leq |\tilde{B}_{n,q}(f - g; x)| + |(f - g)(x)| + |\tilde{B}_{n,q}(g; x) - g(x)| \leq 2||f - g|| + \xi_n(x)||g''||.
\]
Finally, taking the infimum over all \( g \in W^2 \) on the right side of above inequality and using (16)-(17) we obtain
\[
|\tilde{B}_{n,q}(f; x) - f(x)| \leq C \omega_2(f, \sqrt{\xi_n(x)}),
\]
which completes the proof of the theorem.
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