Identification, Estimation and Approximation of Risk under Interventions that Depend on the Natural Value of Treatment Using Observational Data
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1 Introduction

Robins et al. (2004) introduced the extended g-formula to estimate from observational data the risk of failure under hypothetical interventions wherein a subject’s treatment at time $k$ is assigned based on the natural value of treatment at $k$; that is, the value of treatment that would have been observed at $k$ were the intervention discontinued right before $k$. Several authors (Robins et al. 2004; Taubman et al. 2009; Lajous et al. 2013; Danaei et al. 2013; García-Aymerich et al. 2014) have parametrically applied this approach to estimate the risk of failure in observational studies under hypothetical time-varying interventions of the following form: “If a subject’s natural value of treatment at $k$ is below a particular threshold (or above in the case of a harmful exposure) then set treatment to this threshold value. Otherwise, do not intervene on this subject at $k$.”

Taubman et al. (2008) referred to this special case of an intervention that depends on the natural value of treatment as a threshold intervention. For example, Taubman et al. (2009) used the parametric extended g-formula to estimate the 20-year risk of coronary heart disease (CHD) in the Nurses’ Health Study (NHS) under the following hypothetical threshold intervention on daily minutes of exercise on all days of follow-up “If a subject’s natural value of exercise by the end of day $k$ is less than 30 minutes, set her exercise on day $k$ to exactly 30 minutes. Otherwise, do not intervene on this subject on day $k$”. Threshold interventions have the property that they guarantee a continuous treatment is maintained within a pre-specified range (e.g. at least 30 minutes per day) continually throughout the follow-up while minimizing the number of subjects requiring intervention at each time.

Non-parametrically, the extended g-formula differs from the (non-extended) g-formula of Robins (1986) in that it includes (i) a specific user-supplied intervention density that depends on the natural value of treatment at each $k$ and (ii) the density of natural treatment itself at each $k$ conditional on past measured confounders (Robins et al. 2004). Richardson and Robins (2013) recently defined a condition such that the extended g-formula non-parametrically identifies risk under an intervention that depends on the natural value of treatment associated with the user-supplied intervention density in (i), provided this expression is well-defined. In this paper, we complement this result by showing the algebraic equivalence between the extended g-formula associated with a user-supplied intervention density (i) and the (non-extended) g-formula associated with a particular random dynamic regime that does not depend on the natural value of treatment and may, at most, depend on the measured confounders.

Provided the identifying condition of Richardson and Robins (2013) holds, this algebraic equivalence gives
1. a sufficient positivity condition such that the extended g-formula is well-defined and thus non-parametrically identifies risk under an intervention that depends on the natural value of treatment in an observational study and
2. semi-parametric alternatives to the parametric extended g-formula for estimation.

Given this equivalence, these results follow immediately from previous work on identification and estimation of the effects of random dynamic regimes that do not depend on the natural value of treatment and may, at most, depend on the measured confounders. For example, see Robins (1986, 1997), Pearl (2000), Murphy et al. (2001), van der Laan et al. (2005), Hernán et al. (2006), Tian (2008), Dawid and Didelez (2008), Robins and Hernán (2009), Orellana et al. (2010a, 2010b), Cain et al. (2010), Stitelman et al. (2010), Dawid and Didelez (2010), Young et al. (2011), Picciotto et al. (2012) and Díaz Muñoz and van der Laan (2012).

Finally, there has been no consideration of the limits on physical implementation of interventions that depend on the natural value of treatment. For example, once we observe that a subject has exercised 20 minutes by the end of day $k$ we cannot subsequently intervene and make her exercise any more (or any fewer) minutes by the end of that day. Therefore, given a hypothetical intervention that depends on the natural value of treatment, we define a plausible (implementable) approximation to this intervention. We also provide an untestable assumption that, when satisfied, would give exact equivalence.
The structure of the paper is as follows. In Section 2, we define the observational data structure of interest and give a classification of hypothetical interventions that do not depend on the natural value of treatment and may, at most, depend on the measured confounders, including random dynamic regimes. In Section 3, we review a set of conditions that non-parametrically identifies risk by the end of follow-up in the observational study under any hypothetical intervention within this classification by the (non-extended) g-formula. In Section 4, we show the algebraic equivalence between the extended g-formula associated with an intervention that depends on the natural value of treatment and the (non-extended) g-formula associated with a particular random dynamic regime. In Section 5, we review the parametric extended g-formula estimator and give a semi-parametric alternative that follows immediately from the results of Section 4 given previous semi-parametric results in the context of random dynamic regimes. In Section 6, we define a plausible approximation to an intervention that depends on the natural value of treatment and an assumption for exact equivalence.

2 A classification of interventions that do not depend on the natural value of treatment

Consider an observational study in which the following random variables are measured during each follow-up time (e.g. day) $k = 0, \ldots, K + 1$ for each of $i = 1, \ldots, n$ subjects. We assume subjects are independent and identically distributed and thus suppress the $i$ subscript. Let $D_k$ be an indicator of failure (e.g. CHD) by $k$, $L_k$ a vector of measured confounders at the start of $k$ (e.g. smoking, body mass index [BMI] and diet), and $A_k$ the treatment observed during $k$ (e.g. number of minutes of actual daily exercise). During any given time $k$, $D_k$ precedes $(L_k, A_k)$. We denote the history of a random variable using overbars. For example, $\overline{A}_k = (A_0, \ldots, A_k)$ is the observed treatment history through $k$. For notational convenience, we set $\overline{L}_{-1}$ and $\overline{A}_{-1}$ to be identically 0 and, by definition, $\overline{D}_0 = 0$. We use lower-case letters to denote possible realizations of a random variable, for example, $a_k$ is a possible realization of treatment $A_k$. For simplicity, we assume that no subjects are lost to follow-up or die from competing risks and that all variables are perfectly measured. If a subject has failed by $k$, i.e. $D_k = 1$, then by convention, we will set $L_k = A_k = 0$.

Our goal is to estimate the risk of failure that would have been observed by the end of follow-up $K + 1$ had all subjects in this study population followed a hypothetical intervention or treatment regime. Generally define a treatment regime that does not depend on the natural value of treatment as a rule that assigns treatment at $k$ as an independent draw from an intervention density $f^{int}(a_k|\overline{a}_{k-1}, \overline{D}_k = 0)$ that may, at most, depend on $(\overline{a}_{k-1}, \overline{L}_k)$, $k = 0, \ldots, K$ (Robins 1986).

Treatment regimes can be either deterministic or random. A regime is deterministic if $f^{int}(a_k|\overline{a}_{k-1}, \overline{D}_k = 0)$ may only equal zero or one for all $(\overline{a}_k, \overline{L}_k)$ and $k = 0, \ldots, K$. Otherwise, it is random. In particular, we denote $g = (g_0, \ldots, g_k)$ to be the deterministic regime associated with the intervention density defined by $f^{int}(a_k|\overline{a}_{k-1}, \overline{D}_k = 0) = 1$ if $a_k = a_k^g$ and 0 otherwise, where $a_k^s = g_s(\overline{L}_s, a_{k-1}^s)$ is any component of $a_k^g = (a_0^g, \ldots, a_k^g)$ and $a_k^s$ is recursively defined by the function $g_s$ of $(l_s, a_{s-1}^g)$, $s = 0, \ldots, k$.

Treatment regimes can further be classified as static or dynamic. A deterministic regime $g$ is static if $a_k^g$ does not depend on any component of $\overline{L}_k$ for all $k$. Otherwise $g$ is dynamic. Analogously, a random regime may be classified as static if the intervention density $f^{int}(a_k|\overline{a}_{k-1}, \overline{D}_k = 0)$ does not depend on any component of $\overline{L}_k$ for all $k$. Otherwise, this random regime can be classified as dynamic. As noted by Picciotto et al. (2012), and as made explicit in our notation, treatment assignment under any regime $f^{int}(a_k|\overline{a}_{k-1}, \overline{D}_k = 0)$ within the current classification depends on surviving to $k$ (i.e. the event $D_k = 0$).
To fix ideas, let us consider some examples of treatment regimes in the context of interventions on daily exercise:

1. Deterministic static regime: “Set daily exercise to 30 minutes on every day $k$ for all subjects” or $f^{\text{int}}(a_k|l_k, a_{k-1}, \overline{D}_k = 0) = 1$ if $a_k = 30$ and 0 otherwise for all $k = 0, \ldots, K$. For this regime $g$, $a^g_k = 30$ for any $k$ and confounder history $l_k$.

2. Deterministic dynamic regime: “If a subject’s BMI at the start of day $k$ is $\geq 25$, then set her exercise to exactly 30 minutes on that day. Otherwise, set her exercise to exactly 60 minutes” or, for $L_{1:k}$ the component of $L_k$ corresponding to the day $k$ BMI measurement,
   - if $l_{1:k} \geq 25$, then $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0) = 1$ if $a_k = 30$ and 0 otherwise
   - if $l_{1:k} < 25$, then $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0) = 1$ if $a_k = 60$ and 0 otherwise $k = 0, \ldots, K$. For this regime $g$, $a^g_k = 30$ if $l_{1:k} \geq 25$ and $a^g_k = 60$ otherwise for all $k$.

3. Random static regime: “Randomly assign a subject’s exercise on day $k$ such that the probability of receiving 30 minutes is 0.8 and the probability of receiving 60 minutes is $0.2$” or $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0) = 0.8$ if $a_k = 30$, 0.2 if $a_k = 60$, and 0 otherwise. The intervention density $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0)$ may take on values between 0 and 1 but its value does not depend on $l_k$ for any $k$.

4. Random dynamic regime: “If a subject’s BMI at the start of day $k$ is $\geq 25$, randomly assign her exercise on day $k$ such that the probability of receiving 30 minutes is 0.8 and the probability of receiving 60 minutes is 0.2. Otherwise, set her exercise to 60 minutes on that day” or
   - if $l_{1:k} \geq 25$, then $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0) = 0.8$ if $a_k = 30$, 0.2 if $a_k = 60$ and 0 otherwise
   - if $l_{1:k} < 25$, then $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0) = 1$ if $a_k = 60$ and 0 otherwise $k = 0, \ldots, K$. The intervention density $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0)$ may take on values between 0 and 1 and its value depends on $l_k$ for some $k$.

3 Identifying risk under interventions that do not depend on the natural value of treatment

In observational studies, treatment is not under the control of the investigator but is assigned by some unknown treatment rule that generally differs from the hypothetical regime of interest $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0)$. In this section, we will review a set of conditions under which data from an observational study can still be used to identify the risk had all subjects, contrary to fact, followed a treatment regime characterized by $f^{\text{int}}(a_{k}|l_{k}, a_{k-1}, \overline{D}_k = 0)$.

Let $\overline{D}_{k+1}$, $\overline{A}_{k+1}$ and $\overline{L}_{k+1}$ represent the counterfactual outcome, treatment and confounder histories, respectively, under a deterministic treatment regime $g$. We now define three $g$-specific identifying conditions for each $k = 0, \ldots, K$:

1. Consistency: If $\overline{A}_{k+1} = \overline{A}_{k+1}$, then $\overline{D}_{k+1} = \overline{D}_{k+1}$ and $\overline{L}_{k+1} = \overline{L}_{k+1}$.

2. Exchangeability:
\[
(D_{k+1}^{a_{k+1}}, \ldots, D_{k+1}^{a_{k+1}}) \prod A_{k}|\overline{L}_k = \overline{a}_{k+1}, \overline{A}_{k+1} = a_{k+1}, \overline{D}_k = 0
\]  

[1] Exchangeability [1] encodes the assumption that the measured history ($\overline{L}_k, \overline{A}_{k-1}$) is sufficient to control confounding for the effect of treatment at $k$ on future outcomes. It is often referred to as the assumption of no unmeasured confounding and the vector $\overline{L}_k$ the measured confounder history at $k$.

3. Positivity:
\[
\begin{align*}
 & f^{\text{int}}(\overline{L}_{k+1}^{a_{k+1}}|\overline{A}_{k+1}, D_{k+1}^{a_{k+1}}, \overline{D}_k = 0) \neq 0 \Rightarrow \\
 & f^{\text{int}}(\overline{L}_{k+1}^{a_{k+1}}|\overline{A}_{k+1}, D_{k+1}^{a_{k+1}}, 0) = f^{\text{obs}}(\overline{L}_{k+1}^{a_{k+1}}|\overline{A}_{k+1}, D_{k+1} = 0) > 0 \text{ w.p.1.}
\end{align*}
\]  

[2]
where \( f^{\text{obs}}(a_k, \bar{a}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) denotes the observed treatment density, that is, the conditional density of treatment at \( k \) in the observational study evaluated at a particular \((a_k, \bar{a}_k)\).

Under the three \( g \)-specific identifying assumptions stated above for each deterministic regime \( g \in G \), where \( G \) is the set of all deterministic regimes, the risk by \( K + 1 \) under an intervention characterized by any \( f^{\text{int}}(a_k, \bar{a}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) is equivalent to the \( g \)-formula (Robins 1986):

\[
\sum_{a_k} \sum_{\bar{a}_k} \sum_{k=0}^{K} \Pr[D_{k+1} = 1 | \bar{D}_k = \bar{l}_k, \bar{A}_k = \bar{a}_k, \bar{D}_k = 0] \\
\times \prod_{j=0}^{k} \{ \Pr[D_j = 0 | \bar{D}_{j-1} = \bar{l}_{j-1}, \bar{A}_{j-1} = \bar{a}_{j-1}, \bar{D}_{j-1} = 0] \\
\times f(l_j | \bar{l}_{j-1}, a_{j-1}, \bar{D}_j = 0) \times f^{\text{int}}(a_j | \bar{l}_{j-1}, a_{j-1}, \bar{D}_j = 0) \}
\]

where \( f(l_k | \bar{l}_{k-1}, a_{k-1}, \bar{D}_k = 0) \) and \( \Pr[D_{k+1} = 1 | \bar{D}_k = \bar{l}_k, \bar{A}_k = \bar{a}_k, \bar{D}_k = 0] \) are the observed joint density of the confounders at \( k \) and probability of the outcome by \( k + 1 \), respectively, conditional on past treatment, confounders, and survival to \( k \), with \( \bar{l}_k \) the first \( k + 1 \) components of \( l_k \), \( k = 0, \ldots, K \). A proof of this equivalence under the current data structure and notation is provided in the appendix of Young et al. (2011) following Lemma 4.2 of Robins (1986).

One-minus expression [3] is equivalent to survival by \( K + 1 \) under a treatment regime characterized by \( f^{\text{int}}(a_k | \bar{l}_{k-1}, a_{k-1}, \bar{D}_k = 0) \), \( k = 0, \ldots, K \). This survival can be written as a weighted average of deterministic survival probabilities associated with the deterministic regimes \( g \in G \) with weights defined in terms of \( f^{\text{int}}(a_k | \bar{l}_{k-1}, a_{k-1}, \bar{D}_k = 0) \). Appendix A reviews this equivalence and provides a simplified numerical example in a low-dimensional setting. Note for a given choice of \( f^{\text{int}}(a_k | \bar{l}_{k-1}, a_{k-1}, \bar{D}_k = 0) \), the three identifying assumptions need only hold for the subset of deterministic regimes \( g \) that contribute a non-zero weight to the weighted average.

In settings with high-dimensional confounders and/or multiple follow-up times, it will often be quite cumbersome (if not impossible) to list every deterministic regime in the set \( G \) with non-zero weights corresponding to a particular choice of \( f^{\text{int}}(a_k | \bar{l}_{k-1}, a_{k-1}, \bar{D}_k = 0) \). An exception is the case where \( f^{\text{int}}(a_k | \bar{l}_{k-1}, a_{k-1}, \bar{D}_k = 0) \) is defined in terms of a single deterministic regime \( g \). In this special case, all weight is given to this single deterministic regime and expression [3] reduces to:

\[
\sum_{l_k} \sum_{k=0}^{K} \Pr[D_{k+1} = 1 | \bar{D}_k = \bar{l}_k, \bar{A}_k = \bar{a}_k, \bar{D}_k = 0] \\
\times \prod_{j=0}^{k} \{ \Pr[D_j = 0 | \bar{D}_{j-1} = \bar{l}_{j-1}, \bar{A}_{j-1} = \bar{a}_{j-1}, \bar{D}_{j-1} = 0] \\
\times f(l_j | \bar{l}_{j-1}, \bar{a}_{j-1}, \bar{D}_j = 0) \}
\]

which may be more familiar to some readers.

4 Identifying risk under interventions that depend on the natural value of treatment

Given an intervention, define the natural value of treatment at \( k \) as the value of treatment that would have been observed at time \( k \) were the intervention discontinued right before \( k \). We denote the natural value of treatment at \( k \) as \( A^*_k \) where, for notational simplicity, we suppress dependence on the associated
intervention. Thus far, we have only considered interventions that may, at most, depend on the measured confounders as classified in Section 2. We now extend our consideration to interventions that may also depend on the natural value of treatment at \( k \). We shall represent such a hypothetical intervention by its intervention density, \( f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \). An example of \( f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) is the threshold intervention of Taubman et al. (2009) on daily exercise stated in Section 1 such that

\[
\begin{align*}
\text{If } a^*_k &\leq 30 \text{ then } f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) = 1 \text{ if } a_k = 30 \text{ and } 0 \text{ o.w.} \\
\text{If } a^*_k &> 30 \text{ then } f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) = 1 \text{ if } a_k = a^*_k \text{ and } 0 \text{ o.w.}
\end{align*}
\]

Note that, in an observational study, the natural value of treatment at \( k \) \( A_k^* \) is equivalent to the observed treatment \( A_k \) as no intervention has been made.

Robins et al. (2004) defined the extended g-formula for risk by \( K + 1 \) associated with an intervention density \( f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \):

\[
\begin{align*}
&\sum_{a_k^*} \sum_{a_k} \sum_{\hat{l}_k} \sum_{\bar{a}_{k-1}} \sum_{\bar{D}_k} \Pr[D_{k+1} = 1 | I_k = \hat{l}_k, A_k = a_k, D_k = 0] \\
&\times \prod_{j=0}^{K} \{ \Pr[D_j = 0 | I_{j-1} = \hat{l}_{j-1}, A_{j-1} = \bar{a}_{j-1}, D_{j-1} = 0] \\
&\times f^d(a_j|a^*_j, \hat{l}_j, \bar{a}_{j-1}, \bar{D}_j = 0) \times f(a^*_j|\hat{l}_j, \bar{a}_{j-1}, \bar{D}_j = 0) \\
&\times f(I_j|\hat{l}_{j-1}, \bar{a}_{j-1}, \bar{D}_j = 0) \}
\end{align*}
\]

where we stress that \( f(a^*_j|\hat{l}_j, \bar{a}_{j-1}, \bar{D}_j = 0) \) is the conditional density of \( A_k = A^*_k \) in the observational study evaluated at \( a^*_j \) given past treatment, confounders and survival to \( k, 0, \ldots, K \). To emphasize this fact, we sometimes write this density as \( f^{obs}(a^*_j|\hat{l}_j, \bar{a}_{j-1}, \bar{D}_j = 0) \).

Richardson and Robins (2013) defined a condition such that expression [6] identifies from observational data the risk by \( K + 1 \) under a hypothetical intervention \( f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) provided this expression is well-defined. We can informally understand this condition as the assumption that \( A_k^* \) is not a confounder and has no effect on the outcome except through future treatment. We consider this condition more formally in the context of a simple example in Appendix B.

Consider one particular intervention that does not depend on \( A_k^* \) within the classification of Section 2 specifically chosen as

\[
\begin{align*}
&f^{int}(a_k|\hat{l}_k) \\
&= \sum_{a_k^*} f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) f^{obs}(a^*_k|\hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0)
\end{align*}
\]

for any \((a_k, \hat{l}_k)\). We will say that this choice of \( f^{int}(a_k|\hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) is an implied treatment rule because it is a marginalization of the user-supplied density \( f^d(a_k|a^*_k, \hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) over the observational data density of \( A_k = A^*_k \). For this particular choice of \( f^{int}(a_k|\hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \), the extended g-formula [6] is equivalent to the (non-extended) g-formula [3]. This equivalence follows by the absence of \( A_k^* \) from the conditioning statement of the conditional probability of the outcome at any time \( k + 1, \ldots, K + 1 \) in expression [6].

By this equivalence, it immediately follows that, with \( f^{int}(a_k|\hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) defined by eq. [7], the positivity condition [2] of Section 3 guarantees that both the (non-extended) g-formula [3] and the extended g-formula [6] are well-defined. Note, again, for this \( f^{int}(a_k|\hat{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \), this condition need only hold for the subset of deterministic regimes \( g \) that contribute a non-zero weight to the associated weighted
average of deterministic regimes. Díaz Muñoz and van der Laan (2011, 2012) and Haneuse and Rotnitzky (2013) noted a similar result in the point treatment setting for random dynamic regimes that might be interpreted in terms of implied random dynamic regimes based on an explicit deterministic mechanism depending on the natural value of treatment. The regimes considered by these authors are discussed in Section 5.2.

The implied intervention density [7] is a function of the observed treatment density \( f_{\text{obs}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \), which is generally unknown in high-dimensional observational data (although, it may be estimated). Therefore, the implied \( f^{|\text{int}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) will also generally be unknown. For example, for \( f^{|d}(a_k|a_k', \bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) as defined in [5], the marginalization [7] evaluates to

\[
f^{|\text{int}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) = \text{Pr}^{\text{obs}}(A_k \leq a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \text{ if } a_k = 30,
\]

\[
f^{|\text{int}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) = f_{\text{obs}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \text{ if } a_k > 30,
\]

\[
f^{|\text{int}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) = 0 \text{ if } a_k < 30.
\]

The implied rule [8] is a random dynamic regime by the classification given in Section 2 as \( f_{\text{obs}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) will generally be a nondegenerate density.

Finally, while the extended g-formula [6] and the (non-extended) g-formula [3] associated with the random dynamic regime [7] require the same positivity condition by their equivalence, the conditions required for risk identification under an intervention \( f^{|d}(a_k|a_k', \bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) and under [7] are not generally equivalent. In particular, the identifying condition defined by Richardson and Robins (2013) for an intervention \( f^{|d}(a_k|a_k', \bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) is generally more stringent than that required for the random dynamic mechanism [7], the latter of which is equivalent to the exchangeability condition [1] of Section 3. An exception is under the null; here the two conditions are equivalent. For details, see Section 5.6 of Richardson and Robins (2013) and Appendix B.

## 5 Estimating an intervention risk using observational data

In low-dimensional settings, we can non-parametrically estimate expression [3] by first enumerating all possible treatment and confounder histories under a specified intervention \( f^{|\text{int}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \), calculating each component proportion, and then taking the overall sum. When \( f^{|\text{int}}(a_k|\bar{l}_k, \bar{a}_{k-1}, \bar{D}_k = 0) \) is implied by the sum [7] then we must additionally enumerate all possible natural treatment histories and calculate this implied rule. In high-dimensional settings, such that \( K \) is large and/or there are continuously measured covariates, such an approach is not feasible. In this case, parametric or semi-parametric approaches may be used.

### 5.1 Parametric estimation

Robins (1986) described a parametric estimator of the (non-extended) g-formula given in expression [3] which involves parametrically modelling each component density and using Monte Carlo simulation to approximate the sum over all possible histories under an intervention that does not depend on the natural value of treatment as in Section 2. Robins et al. (2004) and Taubman et al. (2009) generalized this algorithm to allow for an intervention that depends on the natural value of treatment as in Section 4. Briefly, this more general approach involves the following steps:
1. Parametrically estimate the joint density of natural treatment and confounders at each follow-up time (except baseline) given survival and past treatment and confounders.
2. Parametrically estimate the probability of failure at each follow-up time given survival and past measured treatment and confounders.
3. Recursively, for each $k = 0, \ldots, K$
   (a) Set baseline confounders and natural treatment to the observed sample values. For $k > 0$, generate time $k$ confounders and natural treatment based on the estimated model coefficients and previously generated treatment and confounders under intervention.
   (b) Assign time $k$ treatment under intervention based on the rule of interest which may be an explicitly specified $f^{\text{int}}(a_k | \tilde{a}_k, \tilde{a}_{k-1}, \tilde{D}_k = 0)$ depending at most on the past measured confounders or an explicitly specified $f^{d}(a_k | a^*_k, \tilde{a}_k, \tilde{a}_{k-1}, \tilde{D}_k = 0)$ depending on the natural value of treatment at $k$.
   (c) Calculate the discrete probability of failure at $k + 1$ given only past generated treatment and confounders under the intervention (ignoring the natural treatment value).
4. Calculate the cumulative probability of failure by $K + 1$ using the $k + 1$ specific failure hazards for each generated treatment and confounder history under intervention.
5. Calculate the average cumulative probability of failure by $K + 1$ over all generated intervention histories.

Robins et al. (2004), Taubman et al. (2009), Lajous et al. (2013), Danaei et al. (2013) and García-Aymerich et al. (2014) have applied the above approach to estimate failure risk under time-varying threshold interventions on lifestyle factors that depend on the natural value of treatment in various observational studies including the NHS, the Offspring Framingham Heart Study and the Health Professionals Follow-up Study. A more technical description of this algorithm is given in Appendix C and may be implemented using a SAS macro publicly available at www.hsph.harvard.edu/causal/software.

This estimation algorithm effectively ignores that, for an intervention $f^{d}(a_k | a^*_k, \tilde{a}_k, \tilde{a}_{k-1}, \tilde{D}_k = 0)$, the implied treatment rule depending only on the measured confounders is $f^{\text{int}}(a_k | \tilde{a}_k, \tilde{a}_{k-1}, \tilde{D}_k = 0)$ as defined by the marginalization [7]. The natural value of treatment $A^*_k$ is generated at each $k$ regardless of whether the explicit intervention of interest depends on it or not. If the intervention does not depend on it, then $A^*_k$ is generated but not used. Note that expression [3] can be rewritten as

$$\sum_{a_k} \sum_{\tilde{a}_k} \sum_{\tilde{L}_k} \sum_{k=0}^{K} \Pr[D_{k+1} = 1 | \tilde{L}_k = \tilde{L}_k, \tilde{A}_k = \tilde{a}_k, \tilde{D}_k = 0]$$

$$\times \prod_{j=0}^{k} \{ \Pr[D_j = 0 | \tilde{L}_{j-1} = \tilde{L}_{j-1}, \tilde{A}_{j-1} = \tilde{a}_{j-1}, \tilde{D}_{j-1} = 0]$$

$$\times h^{\text{user}}(a_j, a^*_j, \tilde{L}_j) \times f(z^*_j | \tilde{L}_{j-1}, \tilde{a}_{j-1}, \tilde{D}_j = 0) \} \]$$

where $f(z^*_j | \tilde{L}_{j-1}, \tilde{a}_{j-1}, \tilde{D}_k = 0)$ is the joint density of $Z^*_k$, an arbitrarily ordered vector including $A^*_k$ and $L_k$, conditional on survival and past treatment and confounder history. Here, $h^{\text{user}}(\tilde{a}_k, a^*_k, \tilde{L}_k)$ may be selected as an explicitly specified $f^{\text{int}}(a_k | \tilde{L}_k, \tilde{a}_{k-1}, \tilde{D}_k = 0)$ that may at most depend on the measured confounder history as in the examples given in Section 2 or an explicitly specified $f^{d}(a_k | a^*_k, \tilde{L}_k, \tilde{a}_{k-1}, \tilde{D}_k = 0)$. Under the latter choice, expression [9] is equivalent to expression [3] with $f^{\text{int}}(a_k | \tilde{L}_k, \tilde{a}_{k-1}, \tilde{D}_k = 0)$ defined by eq. [7] and, thus (by the arguments of Section 4), also equivalent to the extended g-formula [6].

### 5.2 Semi-parametric estimation

The parametric g-formula may be subject to bias due to model misspecification and to the g-null paradox (Robins and Wasserman 1997). As an alternative, several authors have described semi-parametric estimators
of risk under explicitly specified random dynamic regimes that may, at most, depend on the measured confounder history (Murphy et al. 2001; Cain et al. 2010; Stitelman et al. 2010; Díaz Muñoz and van der Laan 2012). These approaches do not require specification of the likelihood and may be more robust to model misspecification. Here, we describe how an inverse-probability weighted (IPW) risk estimator can be extended to implied random dynamic regimes such as that defined by eq. [7].

Following Cain et al. (2010), consider the following IPW estimator of risk by \(K + 1\) under an explicitly specified \(f^{\text{int}}(a_k|l_k, \bar{a}_{k-1}, \bar{D}_k = 0)\). Let \(\hat{\psi}\) be the solution to the estimating equation

\[
\sum_{i=1}^{n} \sum_{k=0}^{K} U_{i,k}(\psi, \hat{\alpha}) = 0
\]

with respect to \(\psi\) where

\[
U_{i,k}(\psi, \hat{\alpha}) = (D_{i,k+1} - \hat{\lambda}(k, \psi))(1 - D_{i,k})W_{i,k}(\hat{\alpha})
\]

\(\hat{\lambda}(k, \psi)\) is a flexible function of \(k\) and the parameter vector \(\psi\) and

\[
W_{i,k}(\alpha) = \frac{\prod_{j=0}^{k} f^{\text{obs}}(A_{ij}|l_{ij}, \bar{A}_{ij-1}, \bar{D}_j = 0)}{\prod_{j=0}^{k} f^{\text{int}}(A_{ij}|l_{ij}, \bar{A}_{ij-1}, \bar{D}_j = 0; \alpha)}
\]

with \(\hat{\alpha}\) the MLE of \(\alpha\) given the model \(f^{\text{obs}}(a_j|l_j, \bar{a}_{j-1}, \bar{D}_j = 0; \alpha)\) for the observed treatment density as defined in eq. [2] with \(\alpha_0\) the true population value of \(\alpha\).

If this treatment model is correctly specified and there exists \(\psi_0\) such that

\[
\hat{\lambda}(k, \psi_0) = \frac{E[D_{k+1}(1 - D_k)W_k(\alpha_0)]}{E[(1 - D_k)W_k(\alpha_0)]}
\]

then we have

\[
E[U_k(\psi_0, \alpha_0)] = 0
\]

for all \(k\) and the estimator \(\hat{\psi}\) consistent for \(\psi_0\) and asymptotically normal. Note that, under these assumptions, the g-formula [3] is equivalent to

\[
\sum_{k=0}^{K} \hat{\lambda}(k, \psi_0) \prod_{j=0}^{k-1} (1 - \hat{\lambda}(j, \psi_0))
\]

The IPW estimator of expression [3] is then given by the plug-in estimator where \(\psi_0\) in expression [14] is replaced by the IPW estimate \(\hat{\psi}\). Analogous to Cain et al. (2010), we might impose a Cox marginal structural model if few individuals are following interventions \(f^{\text{int}}(a_k|l_k, \bar{a}_{k-1}, \bar{D}_k = 0)\) to borrow information from individuals following other interventions (Robins 2000). Note that in the case where \(f^{\text{int}}(a_k|l_k, \bar{a}_{k-1}, \bar{D}_k = 0)\) corresponds to a single deterministic regime \(g\), \(\prod_{j=0}^{k} f^{\text{int}}(A_{ij}|l_{ij}, \bar{A}_{ij-1}, \bar{D}_j = 0)\) in the numerator of the weight [11] becomes \(\prod_{j=0}^{k} I(A_{ij} = A^*_{ij})\) which renders an estimating equation more familiar to some readers.

To extend the IPW estimator described above (and related semi-parametric approaches) to explicitly specified interventions of the form \(f^d(a_k|a^*_k, \bar{a}_{k-1}, \bar{D}_k = 0)\), we must replace \(f^{\text{int}}(a_k|l_k, \bar{a}_{k-1}, \bar{D}_k = 0)\) for \((A_{ik}, T_{ik}) = (\bar{a}_k, \bar{l}_k)\) in the weight [11] with the marginalization [7] for every possible treatment and confounder history observed in the data. Thus, in contrast to the parametric g-formula estimator described above, semi-parametric methods cannot “ignore” the fact that the explicit treatment rule of interest \(f^d(a_k|a^*_k, \bar{a}_{k-1}, \bar{D}_k = 0)\) implies the marginalization [7].
In general, the computational complexity of this marginalization will, of course, depend on the form of \( f^\delta(a_k^d|a_k^c, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \) and \( f^{obs}(a_k|\bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \). For example, the implied rule [8] requires knowledge of \( f^{obs}(a_k|\bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \) which must be estimated to calculate the denominator of the weights. If this is based on a parametric model then one must also estimate \( \Pr^{obs}(A_k \leq a_k|\bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \) based on that model, which will be used for the numerator of the weights for any subject with \( A_k = 30 \).

Other authors have considered semi-parametric estimators of risk under random dynamic regimes that might be interpreted in terms of implied random dynamic regimes based on an explicit deterministic mechanism depending on the natural value of treatment (Díaz Muñoz and van der Laan 2011, 2012; Haneuse and Rotnitzky 2013). For example, Díaz Muñoz and van der Laan (2012) considered various semi-parametric estimators of risk under random dynamic regime on a point treatment that somehow shifts the observed treatment density by a certain amount. They allowed this shift to, at most, depend on values of the measured confounders, considering interventions on physical activity as a particular example.

Specifically, extending to our more general time-varying setting, this shift \( \delta(\bar{I}_{k}, \bar{a}_{k-1}) \) could be achieved by the following mechanism: “On each day \( k \), if a subject with treatment and confounder history \( (\bar{I}_{k}, \bar{a}_{k-1}) \) has exercised \( a_k^c \) minutes under no intervention by the end of the day then have, instead, exercise \( a_k^c - \delta(\bar{I}_{k}, \bar{a}_{k-1}) \) on that day”. If we fix \( \delta(\bar{I}_{k}, \bar{a}_{k-1}) = -30 \) for all \( (\bar{I}_{k}, \bar{a}_{k-1}) \), then this intervention maintains exercise at or above 30 minutes per day for all subjects and corresponds to a particular choice of \( f^\delta(a_k^d|a_k^c, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \), such that \( f^\delta(a_k^d|a_k^c, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) = 1 \) if \( a_k^d = a_k^c - \delta(\bar{I}_{k}, \bar{a}_{k-1}) \) and 0 otherwise.

For this choice of \( f^\delta(a_k^d|a_k^c, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \), the marginalization [7] is conveniently equivalent to \( f^{obs}(a_k - \delta(\bar{I}_{k}, \bar{a}_{k-1})|\bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \) for all values of \( a_k \). As noted by Díaz Muñoz and van der Laan (2012), this choice of \( f^{int}(a_k|\bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \) may also render practical violations of positivity less influential on the performance of the estimators. See Petersen et al. (2012) for a detailed discussion of the potential influence of practical positivity violations on various estimators.

### 6 A plausible approximation to interventions that depend on the natural value of treatment

In the previous sections, we have considered hypothetical interventions at \( k \) that depend on the natural value of treatment also at \( k \). Such interventions are generally not plausible in practice. For example, once an individual has exercised less than 30 minutes by the end of day \( k \), she cannot, instead, have exercised 30 minutes by the end of that day. It follows that, even given “perfect” conditions (e.g. identifiability and no model misspecification) it is unclear how to use observational estimates associated with such interventions to inform real-world future policy or the design of future randomized experiments.

We might, however, approximate such interventions with a plausible (implementable) experiment. Let \( X_k \) be a subject’s stated intention with respect to treatment on day \( k \) measured at the start of that day (e.g. intended daily minutes of exercise at the start of day \( k \)). Given an intervention \( f^\delta(a_k|a_k^c, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \), denote \( f^\delta(a_k|x_k, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \) as a plausible approximation that assigns treatment according to the same rule as \( f^\delta(a_k|a_k^c, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) \) at each \( k \) but replacing \( A_k^c \) with \( X_k \).

For example, given the threshold intervention on exercise of Taubman et al. (2009) characterized by [5], a plausible approximation is “If a subject’s intention at the start of day \( k \) is to exercise less than 30 minutes on that day then ensure she exercises exactly 30 minutes by the end of day \( k \). Otherwise, ensure she exercises her intended amount” or

If \( x_k \leq 30 \) then \( f^\delta(a_k|x_k, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) = 1 \) if \( a_k = 30 \) and 0 o.w.

If \( x_k > 30 \) then \( f^\delta(a_k|x_k, \bar{I}_{k}, \bar{a}_{k-1}, D_k = 0) = 1 \) if \( a_k = x_k \) and 0 o.w.

[15]
Suppose treatment is assigned according to $f^d(a_k|x_k, \tilde{l}_k, \tilde{a}_{k-1}, \bar{D}_k = 0)$ and the following assumption held:

**Natural value of treatment assumption:** Under any intervention, for all $k$, every subject’s intended minutes of exercise at the start of day $k$ is equal to what her subsequent behavior would be on that day were the intervention based on intention discontinued right before $k$.

Under this assumption, the plausible rule $f^d(a_k|x_k, \tilde{l}_k, \tilde{a}_{k-1}, \bar{D}_k = 0)$ is not an approximation but exactly equal to $f^d(a_k|x_k, \tilde{l}_k, \tilde{a}_{k-1}, \bar{D}_k = 0)$. Further, under the reasonable assumption that intention has no direct effect on the outcome except through future treatment, the risks by $K + 1$ under these two rules will be equivalent. Thus, all identification and estimation results of Sections 4 and 5 apply.

In an actual experiment where treatment is assigned according to $f^d(a_k|x_k, \tilde{l}_k, \tilde{a}_{k-1}, \bar{D}_k = 0)$, it is impossible to empirically examine whether this assumption holds, even given $X_k$ is measured. However, in an observational study, this relationship can be examined given $X_k$ is measured. In particular, in an observational study (i.e. under no intervention), the natural value of treatment assumption implies that for each subject and all $k$

$$
\text{If } X_k = x_k \text{ and } A^*_k = a^*_k \text{ then } x_k = a^*_k
$$

[16]

Here, again, the natural value of treatment $A^*_k$ is equivalent to the measured treatment $A_k$ for all subjects as no intervention is made. Note that, while assumption [16] implies that the natural value of treatment assumption holds for the observational study, assumption [16] does not guarantee this assumption will hold under an intervention $f^d(a_k|x_k, \tilde{l}_k, \tilde{a}_{k-1}, \bar{D}_k = 0)$.

Finally, we point out that when assumption [16] does not hold, $f^d(a_k|x_k, \tilde{l}_k, \tilde{a}_{k-1}, \bar{D}_k = 0)$ is simply an example of a deterministic dynamic regime $g$ by the classification given in Section 2 with $L_k$ in Section 2 replaced with $(X_k, L_k)$. This deterministic dynamic regime $g$ is specifically defined such that $a^e_k = 30$ if $x_k \leq 30$ and $a^e_k = x_k$ otherwise. Further, by the arguments of Section 3, given the assumptions of that section for this choice of $g$, risk under this regime is identified by the deterministic regime g-formula [4], again replacing $L_k$ with $(X_k, L_k)$. Note that, in this setting, any of the conditional densities in the g-formula [4] may depend on $X_k$ without restriction.

By contrast, if assumption [16] holds in the observational study, positivity as defined in condition [2] immediately fails for this $g$. Specifically, $a^e_k \neq x_k$ for $x_k < 30$ because we must have $a^e_k \geq 30$ for all $k$ and $(x_k, \tilde{l}_k)$ under this definition of $g$. Therefore, given [16], $f^{obs}(a^e_k|x_k, \tilde{l}_k, \tilde{a}_{k-1}, \bar{D}_k = 0) = 0$ whenever $x_k < 30$. As a consequence of this positivity violation, $\Pr[D_{k+1} = 1|X_k = x_k, L_k = \tilde{l}_k, A_k = a^e_k, \bar{D}_k = 0]$ in expression [4] is undefined for all histories such that $x_k < 30, k = 0, \ldots, K$.

### 7 Conclusions

In this paper, we showed the equivalence between the extended g-formula associated with an intervention that depends on the natural value of treatment and the (non-extended) g-formula of Robins (1986) associated with a particular random dynamic regime that does not depend on this value. This equivalence immediately gives a sufficient positivity condition that guarantees the extended g-formula is well-defined. This positivity result, coupled with the results of Richardson and Robins (2013), now provides a formal causal framework for previously published applications of the parametric extended g-formula to estimate risk under threshold interventions in observational studies. It also immediately gives semi-parametric alternatives to the parametric extended g-formula. Finally, we considered limits on the practical implementation of threshold interventions along with possible real-world approximations.

The assumption of positivity is often informally described as the assumption that there are at least some subjects in the observational study who are observed to follow the hypothetical intervention of interest.
within every possible level of the “past”. By this understanding, it would appear that positivity must be violated for the threshold intervention on exercise considered by Taubman et al. (2009). Specifically, no subject who exercised less than 30 minutes on day \( k \) can be following the intervention at \( k \). Our positivity result makes clear that, given appropriate identification conditions, it is not necessary to observe such patterns in the observational study. It is only necessary to observe some individuals following the implied random dynamic regime [7].

**Appendix A**

Representing the g-formula characterized by a random dynamic regime as a weighted average of deterministic regimes

Given \( g \in \mathcal{G} \), let \( f_k(a_k^g | a_{k-1}^g, \tilde{b}_k) \) equal the intervention density \( f^{\text{int}}(a_k | a_{k-1}, \overline{D}_k = 0) \) evaluated at \( a_k^g \). In the following, we assume \( L_k \) is discrete and we choose an ordering such that \( \{ l_k, \ldots, l_{|L_k|} \} = \mathcal{L}_k \), with \( \mathcal{L}_k \) the support of \( L_k \) and \( | \mathcal{L}_k | \) its cardinality.

Let \( q_k^g(l_{k-1}) = \prod_{h=1}^{\mathcal{L}_k} f_h(a_k^g | a_{k-1}^g, l_{h-1}, l_h) \). For \( k = K - 1, \ldots, 0 \), let

\[
q_k^g(l_{k-1}) = \prod_{h=1}^{\mathcal{L}_k} f_h(a_k^g | a_{k-1}^g, l_{h-1}, l_h) q_{k+1}^g(l_{k-1}, l_h)
\]

Let \( wt(g) = q_0^g \).

By Lemma 4.2 of Robins (1986), given a particular \( f^{\text{int}}(a_k | a_{k-1}, \overline{D}_k = 0) \) \( k \leq K \) defining \( wt(g) \) as above for all \( g \in \mathcal{G} \), then one-minus expression [3] equals

\[
\sum_{g \in \mathcal{G}} wt(g) \ \text{“Pr”} [D_{k+1}^g = 0]
\]

where “Pr” \( [D_{k+1}^g = 0] \) is equivalent to one-minus expression [4] and \( \sum_{g \in \mathcal{G}} wt(g) = 1 \).

**Simplified numerical example**

Figure 1 depicts a hypothetical sequentially randomized trial where treatment is assigned at each time based on a particular intervention density \( f^{\text{int}}(a_k | a_{k-1}, \overline{D}_k = 0) \) by a structural tree graph (Robins 1986). For numerical simplicity, we will consider a short follow-up with \( K = 1 \) and all binary treatment and covariates. For additional simplicity, we will assume that no subject fails prior to the end of follow-up (i.e. \( \overline{D}_k = 0 \) for all subjects). We will also assume that all subjects have the same value of the baseline covariate \( L_0 = l_0 \). The intervention density is defined by the probability of receiving a given level of treatment given the past read directly off the graph. These probabilities imply that \( f^{\text{int}}(a_k | l_k, a_{k-1}, \overline{D}_k = 0) \) corresponds to a random dynamic regime. For example, following the top branch of the graph, the probability of receiving treatment at \( k = 1 \) given \( (l_0, a_0 = 1, l_1 = 1) = \frac{10}{20} \) or 0.5.

The survival probability for the disease of interest in this hypothetical sequentially randomized trial is simply the overall proportion of those who did not get the disease at the end of follow-up out of the total number at risk at baseline. Specifically, 52 subjects at the end have \( D_2 = 0 \) out of the 100 subjects at risk at baseline; thus survival in this hypothetical trial characterized by \( f^{\text{int}}(a_k | l_k, a_{k-1}, \overline{D}_k = 0) \) is \( \frac{52}{100} \). We will now show \( \frac{52}{100} \) is equivalent to a weighted average of the g-formula for survival over all deterministic regimes that it is possible to follow in this hypothetical sequentially randomized trial with weights defined as in the previous section.
First the set $G$ contains the following subset of deterministic regimes $(g_1, g_2, g_3, g_4, g_5, g_6)$:

- $g_1$: $(a_0^1, a_1^1) = (0, 1)$; the static regime “do not treat at time 0; treat at time 1”
- $g_2$: $(a_0^2, a_1^2) = (1, 0)$; the static regime “treat at time 0; do not treat at time 1”
- $g_3$: $(a_0^3, a_1^3) = (1, 1)$; the static regime “always treat”
- $g_4$: $(a_0^4, a_1^4) = (0, 1 - l_1)$; the dynamic regime “do not treat at time 0; if $l_1 = 1$ then do not treat at time 1; otherwise treat at time 1”
- $g_5$: $(a_0^5, a_1^5) = (1, 1 - l_1)$; the dynamic regime “treat at time 0; if $l_1 = 1$ then do not treat at time 1; otherwise treat at time 1”
- $g_6$: $(a_0^6, a_1^6) = (1, l_1)$; the dynamic regime “treat at time 0; if $l_1 = 0$ then do not treat at time 1; otherwise treat at time 1”

Note that $G$ contains additional deterministic regimes but we exclude these from the above subset as, for some covariate values, we observe no individuals following these regimes in the trial depicted in Figure 1. For example, in this trial, we observe no individuals who are untreated at both time 0 and time 1 with $L_1 = 0$. Any deterministic static or dynamic regime that allows this treatment and covariate pattern will contribute a zero weight by the definition of the previous section. Examples of deterministic regimes that would contribute a zero weight are $g_7 = (0, 0)$ and $g_8 = (0, l_1)$.

Using the definition of the previous section such that, again, $f_k(a_k^x | a_{k-1}^x, l_k) = f_{\text{int}}(a_k^x | l_k, a_{k-1}^x, \bar{D}_k = 0)$, we define $wt(g)$ as follows for each $g$ in the subset above:

$$wt(g) = f_0(a_0^x | l_0) \times f_1(a_1^x | l_1 = 0, a_0^x, l_0) \times f_1(a_1^x | l_1 = 1, a_0^x, l_0)$$

Specifically, we have by Figure 1:

- $wt(g_1) = \frac{40}{100} \times \frac{10}{15} = \frac{1}{5}$
- $wt(g_2) = \frac{60}{100} \times \frac{30}{10} = \frac{9}{40}$
- \( wt(g_3) = \frac{60}{100} \times \frac{10}{40} \times \frac{10}{20} = \frac{3}{40} \)
- \( wt(g_6) = \frac{40}{100} \times \frac{10}{10} \times \frac{1}{30} = \frac{1}{5} \)
- \( wt(g_5) = \frac{60}{100} \times \frac{10}{40} \times \frac{30}{20} = \frac{3}{40} \)
- \( wt(g_4) = \frac{60}{100} \times \frac{30}{40} \times \frac{10}{20} = \frac{9}{40} \)

We leave to the reader to confirm that the sum of these weights is one.

Each “\( \Pr \) [\( D_2 = 0 \)]” is defined by the g-formula:

\[
\sum_{l_1} \Pr[D_2 = 0 | \overline{A}_1 = \alpha^g_{D_2}, L_1 = l_1, L_0 = l_0] \times f(l_1|\alpha^g_{D_2}) \times f(l_0)
\]

where \( f(l_0) = 1 \). Here, we evaluate this expression for all \( g \) in the subset:

- “\( \Pr \) [\( D_2^g = 0 \)]” = \( \left( \frac{5}{10} \times \frac{10}{40} \right) + \left( \frac{10}{15} \times \frac{30}{40} \right) = \frac{5}{8} \)
- “\( \Pr \) [\( D_2^g = 0 \)]” = \( \left( \frac{15}{30} \times \frac{40}{60} \right) + \left( \frac{5}{10} \times \frac{20}{60} \right) = \frac{1}{2} \)
- “\( \Pr \) [\( D_2^g = 0 \)]” = \( \left( \frac{40}{60} \times \frac{10}{10} \right) + \left( \frac{2}{10} \times \frac{20}{60} \right) = \frac{44}{60} \)
- “\( \Pr \) [\( D_2^g = 0 \)]” = \( \left( \frac{5}{10} \times \frac{10}{40} \right) + \left( \frac{5}{15} \times \frac{30}{40} \right) = \frac{3}{8} \)
- “\( \Pr \) [\( D_2^g = 0 \)]” = \( \left( \frac{10}{10} \times \frac{40}{60} \right) + \left( \frac{5}{10} \times \frac{20}{60} \right) = \frac{5}{6} \)
- “\( \Pr \) [\( D_2^g = 0 \)]” = \( \left( \frac{15}{30} \times \frac{40}{60} \right) + \left( \frac{2}{10} \times \frac{20}{60} \right) = \frac{6}{15} \)

Finally, we have that \( \sum_{g \in G} “\Pr” [\( D_2^g = 0 \)] wt(g) \) is equivalent to:

\[
\left( \frac{5}{8} \times \frac{1}{5} \right) + \left( \frac{1}{2} \times \frac{9}{40} \right) + \left( \frac{44}{60} \times \frac{3}{40} \right) + \left( \frac{3}{8} \times \frac{1}{5} \right) + \left( \frac{5}{6} \times \frac{3}{40} \right) + \left( \frac{6}{15} \times \frac{9}{40} \right) = \frac{52}{100}
\]

**Appendix B**

Richardson and Robins (2013) defined a graphical condition based on a d-separation relation (i.e. checking for the absence of “backdoor paths”) that gives general identification for any intervention considered in the classification of Section 2 or an intervention that depends on the history of the natural value of treatment using the (non-extended) g-formula and extended g-formula, respectively. They further show that, given an appropriate consistency assumption, this graphical condition for identification implies an exchangeability condition analogous to condition [1] given in Section 3. In the restricted case, where the intervention does not depend on the history of the natural value of treatment, then this condition is equivalent to condition [1]. We refer the reader to Richardson and Robins (2013) for details of this more general exchangeability condition.

The d-separation condition of Richardson and Robins (2013) is applied to a transformation of a causal DAG (Spirtes et al. 1993; Pearl 2000) representing assumptions on the underlying data generating process that produced the data in the observational study. Richardson and Robins (2013) call this transformation a Single World Intervention Graph (SWIG). We now illustrate how to evaluate identification for different interventions on a time-varying treatment under a simple set of underlying observed data generating...
assumptions using SWIGs. The examples given here are similar to examples depicted in figures 19 and 21 in Richardson and Robins (2013).

**Remark on notation:** In describing how to construct a SWIG associated with any hypothetical intervention under an assumed observed data generating mechanism we will adopt, for this section of the appendix only, the notation of Richardson and Robins (2013). This will create two inconsistencies with notation used in the main text which we now describe, along with our motivation behind this choice. Specifically, in this appendix, we will denote any hypothetical dynamic intervention as \( g \) which may, or may not, depend on the natural value of treatment. In the main text, this notation was reserved only for deterministic regimes (dynamic or static) that do not depend on the natural value of treatment. Further, we will change the meaning of one instance of counterfactual notation used in the main text. In particular, \( A^{\#}_g \) was used in the main text to denote the counterfactual value of treatment assigned under an intervention \( g \). Here, to be consistent with Richardson and Robins (2013), \( A^{\#}_g \) will be used to denote this counterfactual, and \( A^{\#}_{\natural} \), alternatively, be used to denote the counterfactual natural value of treatment under \( g \).

We chose not to adopt this more complex notational convention of Richardson and Robins (2013) in the main text as the primary results regarding positivity and semi-parametric estimation of the main text do not require formalization of a counterfactual natural value of treatment. This allows simpler notation in the main text that is consistent with previous work on interventions that do not depend on the natural value of treatment. It also allows a notational bridge to the motivating work by Robins et al. (2004) and Taubman et al. (2009). While we could have used notation fully consistent with the main text in this section of the appendix, we chose to adopt that of Richardson and Robins (2013), the foundational paper on SWIGs, in order to avoid confusion within the newly emerging literature on this topic. We now proceed with our examples.

Consider the simple time-varying observational study depicted in the causal DAG of Figure 2(i) where, as in the simplified numerical example of Appendix A, we assume a short follow-up (\( K = 1 \)) and that no subject fails prior to the end of follow-up. In Figure 2(i), \( H_1 \) represents an unmeasured common cause of \( A_0 = A_i^0 \) and \( A_1 = A_i^1 \) and \( H_2 \) an unmeasured common cause of the covariate \( L \) and the outcome \( D \).

![Figure 2](image-url)  
*Figure 2* (i) A causal DAG representing underlying data generating assumptions for a simple time-varying observed data structure. (ii) A SWIG \( g(\tilde{\alpha}) \) based on a transformation of the causal DAG in (i)
The d-separation condition of Richardson and Robins (2013) is evaluated for a given dynamic intervention $g$ based on the following sets of transformations applied to a causal DAG:

1. Split each treatment node at $k$ into two nodes with one node containing the natural value of treatment at $k$ and the other a constant value $a_k$
2. Index all random variables after time 0 as counterfactuals under a static deterministic intervention $a$, including the natural value of treatment.
3. Add dashed arrows from any variable temporally prior to $A_k$ into $A_k^{g-1}$ (equivalent to the observed $A_0$ at baseline as no intervention has yet been made).

Figure 2(ii) depicts a SWIG derived from the causal DAG in Figure 2(i) under this first set of transformations. A SWIG constructed from these transformations is a non-dynamic SWIG denoted $G(a)$.

To assess identification for a dynamic intervention $g$, we apply the following additional transformations:

1. Index all counterfactuals on $G(a)$ by $g$ rather than by $a$ or a subvector thereof
2. Replace each constant $a_k$ with the counterfactual $A_k^{g}$
3. Add dashed arrows from any variable temporally prior to $A_k^{g}$ into $A_k^{g}$ if treatment at $k$ is assigned by this variable under the intervention $g$

A SWIG constructed by applying this second set of transformations to $G(a)$ is a dynamic SWIG denoted $G(g)$.

Richardson and Robins (2013) prove that a dynamic intervention $g$ is identified if, for each time $k$, $A_k^{g}$ and $D^{g}$ are d-separated conditional on $A_{k-1}^{g}, L_{k-1}^{g}, A_{k-1}^{g}$ in $G(g)$ once we apply the additional $k$-specific transformation of removing all dashed arrows out of $A_k^{g}$. This final transformation is only required to evaluate identification when $g$ depends on the history of the natural value of treatment. Richardson and Robins (2013) define this last $k$-specific transformation of the SWIG $G(g)$ as a new SWIG associated with what they term a perturbed regime at $k$. Richardson and Robins (2013) note that the aforementioned d-separation holds if and only if there is no unblocked backdoor path between $A_k^{g}$ and $D^{g}$ conditional on the same set of variables.

Figure 3 depicts two dynamic SWIGs created from transformations of the non-dynamic SWIG of Figure 2 (ii) which differ only by their dependence on the history of the natural value of treatment. The intervention under Figure 3(i) does not depend on any function of the history of the natural value of treatment by the absence of any dashed arrows from $A_0$ into either $A_0^{g}$ or $A_1^{g}$ and the absence of a dashed arrow from $A_1^{g}$ into $A_1^{g}$. By contrast, the intervention under Figure 3(ii) depends on this history by the presence of dashed arrows from $A_0$ into $A_0^{g}$ and $A_0^{g}$ into $A_1^{g}$.

By the d-separation condition of Richardson and Robins (2013), we can see that the intervention $g$ in Figure 3(i), under which treatment assignment does not depend on the history of the natural value of treatment, is identified under our data generating assumptions. Specifically, there are no unblocked backdoor paths between $A_0$ and $D^{g}$. Further, conditional on $I^{g}, A_0^{g}$ and $A_0$ there is no unblocked backdoor path between $A_0^{g}$ and $D^{g}$.

By contrast, we can see that the intervention $g$ in Figure 3(ii), under which treatment assignment does depend on the history of the natural value of treatment, is not identified under our data generating assumptions. Again, applying the d-separation condition of Richardson and Robins (2013), following the transformation to the $k=0$ perturbed regime (i.e. removal of the dashed arrow from $A_0$ into $A_0^{g}$), we still have the unblocked backdoor path $A_0 \leftarrow H_1 \rightarrow A_1^{g} \rightarrow A_1^{g} \rightarrow D^{g}$.

These examples illustrate that even given we have identification for an intervention that does not depend on the history of the natural value of treatment – for example, the random dynamic intervention [7] – it is not guaranteed that we will have identification for an intervention that does depend on some function of this history – for example, the threshold interventions of Taubman et al. (2009) – for all
underlying observed data generating mechanisms. However, under additional restrictions on the original data generating assumptions depicted in Figure 2(i), we achieve identification for both of the dynamic regimes considered in Figure 3. For example, this would be the case under either of the following restrictions applied to our initial set of data generating assumptions in Figure 2(i):
1. The null is true (i.e. the arrows from $A_0$ and $A_1$ into $D$ are removed).
2. The common cause $H_1$ of $A_0$ and $A_1$ is removed.

Appendix C

Let $Z^*_k = (Z^*_1, \ldots, Z^*_p)$ be an arbitrary permutation of the $p$ components in $(L_k, A^*_k)$, noting that
\[
f(z^*_k | l_{k-1}, \tilde{a}_{k-1}, D_k = 0) = \prod_{j=1}^{p} m^*_k j \]

in expression [9] for any $k = 0, \ldots, K$ where $(m^*_1, \ldots, m^*_p)$ are conditional densities based on the factorization implied by the user-selected permutation.

For user-chosen $K$ and $h^{user}(\tilde{a}_k, \sigma^*_k, \tilde{l}_k)$, $k = 0, \ldots, K$ we do the following:

**Step I: parametric modelling of conditional densities**

Using the $n$ individuals in the data set, for each $k = 0, \ldots, K$:
1. If $k > 0$, fit parametric models for the conditional densities $m^*_j$, $j = 1, \ldots, p$.
2. Fit a parametric model for the conditional probability of the outcome $\Pr[D_{k+1} = 1 | L_k = l_k, \bar{A}_k = a_k, D_k = 0]$
Step II: Monte Carlo simulation under the user-chosen $h^{\text{user}}(\bar{a}_k, \hat{a}_k^*, \bar{l}_k)$

For $k = 0, \ldots, K$ and $v = 1, \ldots, n$:

1. If $k = 0$, set $z_{0,v}$ to the observed values of $Z_v$ for subject $v$. Otherwise, if $k > 0$, recursively draw $z_{k,v}^*$ from the nested conditional densities estimated in Step I.1 based on previously drawn confounders through $k-1$ and assigned treatment $a_{k-1,v}$ under the user-chosen intervention.
2. Assign the treatment $a_{k,v}$ according to the user-chosen intervention. For example, for $h^{\text{user}}(\bar{a}_k, \hat{a}_k^*, \bar{l}_k)$ chosen as $f^d(a_k|\hat{a}_k^*, \bar{l}_k, a_{k-1}, \bar{D}_k = 0)$ we set $a_{k,v} = 30$ if $a_{k,v}^* \leq 30$ and otherwise set $a_{k,v} = a_{k,v}^*$.
3. Estimate the probability of failure by $k+1$ given survival to $k$ for the $v$th simulated treatment and confounder history $(\hat{a}_{k,v}, \bar{l}_{k,v})$ based on the estimated coefficients from Step I.2.

STEP III: computation of disease risk by $k+1$ under $h^{\text{user}}(\bar{a}_k, \hat{a}_k^*, \bar{l}_k)$

Estimate expression [9], or equivalently expression [3], as

$$\frac{1}{n} \sum_{v=1}^{n} \sum_{k=0}^{K} \Pr[D_{k+1} = 1|\bar{I}_k = \bar{l}_{k,v}, \bar{A}_k = \hat{a}_{k,v}, \bar{D}_k = 0]$$

$$\times \prod_{j=0}^{k} \left\{ 1 - \hat{\Pr}[D_j = 1|\bar{I}_{j-1} = \bar{l}_{j-1,v}, \bar{A}_{j-1} = a_{j-1,v}, \bar{D}_{j-1} = 0] \right\}$$

where

$$\hat{\Pr}[D_{k+1} = 1|\bar{I}_k = \bar{l}_{k,v}, \bar{A}_k = \hat{a}_{k,v}, \bar{D}_k = 0]$$

$k = 0, \ldots, K$ is obtained in Step II.3.

As discussed in Young et al. (2011), both Steps I and II may be modified to avoid reliance on parametric models for histories such that a priori subject matter knowledge on the observed data structure is available.
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