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Abstract

For a class of tempered fractional terminal value problems of the Caputo
type, we study the existence and uniqueness of the solution, analyze the
continuous dependence on the given data, and using a shooting method we
present and discuss three numerical schemes for the numerical approxima-
tion of such problems. Some numerical examples are considered in order to
illustrate the theoretical results and evidence the efficiency of the numerical
methods.

MSC 2010: Primary 65L05; Secondary 34A08, 26Axx

Key Words and Phrases: tempered fractional derivatives, Caputo De-
rivative, terminal value problem, numerical methods, shooting method

1. Introduction

In this work we analyze a class of tempered terminal value problems
for tempered fractional ordinary differential equations of order $\alpha$, with
$0 < \alpha < 1$:

$$\overrightarrow{D}_t^{\alpha,\lambda} y(t) = f(t, y(t)), \quad t \in [0, a], \quad (1.1)$$
$$e^{\lambda a} y(a) = y_0, \quad (1.2)$$
where \( f \) is a suitably behaved function and \( \mathbb{D}_0^{\alpha,\lambda}(y(t)) \) denotes the left-sided Caputo tempered fractional derivative of order \( \alpha > 0 \), where the tempered parameter \( \lambda \) is nonnegative.

The left-sided Caputo tempered fractional derivative can be given through the definition of the Caputo derivative (see [7] for example). In the particular case where \( 0 < \alpha < 1 \) it reads:

\[
0^\alpha D t^\alpha \left( \frac{e^{-\lambda t} \mathbb{D}_0^{\alpha,\lambda}(e^{\lambda t} y(t))}{\Gamma(1-\alpha)} \right) = e^{-\lambda t} \int_0^t \frac{1}{(t-s)^\alpha} \frac{d(e^{\lambda s} y(s))}{ds} ds, \tag{1.3}
\]

where \( 0^\alpha D t^\alpha \) denotes the Caputo fractional derivative (see [3]).

Note that if \( \lambda = 0 \) then the Caputo tempered fractional derivative reduces to the Caputo fractional derivative, and therefore, Caputo derivatives can be regarded as a particular case of Caputo tempered derivatives.

Fractional differential equations of Caputo-type have been investigated extensively in the last decades and many significant contributions were provided by researchers of several areas as mathematics, physics and engineering, making Fractional Calculus as one of the most hot and current research topics. Recently, some attention has been devoted to tempered fractional differential equations, because the later ones revealed to model more realistically some phenomena (see [10], [12], [8] and the references therein for details). Even so, the literature is not so vast for this type of equations, as it is for fractional differential equations in the Caputo sense. As it happens with non-tempered fractional differential equations, the analytical solution is usually impossible to obtain and in the cases where it can be determined, its representation in terms of a series makes it difficult to handle. Therefore, the development of numerical methods for this type of fractional differential equations is also crucial. With this respect, some approaches have already been reported. In [4], the authors propose a finite difference formula for tempered fractional derivatives and introduce a temporal and spatial second-order Crank-Nicolson method for the space-fractional diffusion equation. In [6] and [7] a Jacobi-predictor-corrector algorithm is presented for tempered ordinary initial value problems. The authors in [9] present a finite difference scheme to solve fractional partial differential models in finance. In [13], spectral methods are derived for the tempered advection and diffusion problems.

To the best of our knowledge, tempered terminal value problems have never been investigated. Therefore, after analyzing the well-posedness of such problems, we consider a simple approach for the numerical approximation of the solution, which is based on the relationship between tempered and non-tempered Caputo derivatives.
The paper is organized in the following way: in the next Section 2 we establish sufficient conditions for the existence and uniqueness of the solution of problems of the type (1.1)-(1.2). Then we investigate the continuous dependence of the solution on the given data. Section 4 is devoted to the derivation of numerical schemes and finally in Section 5 we present and discuss several numerical examples. The paper ends with some conclusions and plans for further investigation.

2. Existence and uniqueness of the solution

From [7] we have the following two results for initial value problems.

Lemma 2.1. ([7]) If the function $f(t,u)$ is continuous, then the initial value problem

$$
\begin{align*}
0 & \mathbb{D}^{\alpha,\lambda}_t (y(t)) = f(t,y(t)), \quad t \in [0,a], \\
\left. \frac{d^k}{dt^k} (e^{-\lambda t} y(t)) \right|_{t=0} = c_k, \quad k = 0, 1, \ldots, n - 1,
\end{align*}
$$

is equivalent to the nonlinear Volterra integral equation of the second kind

$$
y(t) = \sum_{k=0}^{n-1} c_k \frac{e^{-\lambda t \tau}}{\Gamma(k+1)} + \frac{1}{\Gamma(\alpha)} \int_0^t e^{-\lambda(t-s)} (t-s)^{\alpha-1} f(s,y(s)) ds,
$$

where $n - 1 < \alpha < n$ and $\alpha \geq 0$.

In the particular case where $0 < \alpha < 1$, we have

$$
y(t) = c_0 e^{-\lambda t} + \frac{1}{\Gamma(\alpha)} \int_0^t e^{-\lambda(t-s)} (t-s)^{\alpha-1} f(s,y(s)) ds.
$$

Theorem 2.1. ([7]) Let $n - 1 < \alpha < n$, $n \in \mathbb{N}^+$, $\lambda \geq 0$ and $a \in \mathbb{R}$ such that $a > 0$. Furthermore, let the function $f(t,y)$ be a continuous function such that $f(t,y) \in L([0,a])$, for any $y \in B$, where $B$ is an open set in $\mathbb{R}$, and $f(t,y)$ also satisfies a Lipschitz condition with respect to the second variable, then the fractional differential equation (2.1) has a unique solution $u(t) \in C^n([0,a])$.

Next, we extend these results to terminal boundary problems. In what follows, the Caputo tempered fractional derivative of order $\alpha$ will be simply denoted by $\mathbb{D}^{\alpha,\lambda}_t (y(t))$.

The Caputo tempered fractional derivative of order $\alpha$, with $\alpha \in (0,1)$ satisfies

$$
\begin{align*}
\mathbb{D}^{\alpha,\lambda}_t \left( \mathbb{D}^{\alpha,\lambda}_t (u(t)) \right) & = u(t) - e^{\lambda t} u(0), \\
\mathbb{D}^{\alpha,\lambda}_t \left( \mathbb{I}^{\alpha,\lambda}_t (u(t)) \right) & = u(t),
\end{align*}
$$
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where $I^{\alpha,\lambda}$ is the Riemann-Liouville tempered fractional integral given by

$$I^{\alpha,\lambda}(u(t)) = \frac{1}{\Gamma(\alpha)} \int_0^t e^{-\lambda(t-s)}(t-s)^{\alpha-1} u(s)\,ds,$$  \hspace{1cm} (2.5)

and $I^\alpha$ denotes the Riemann-Liouville fractional integral.

If $y$ satisfies the fractional differential equation (1.1), then applying the Riemann-Liouville fractional integral at both sides of equation and taking property (2.3) into account, we conclude that the solution $y$ satisfies the following integral equation

$$e^{\lambda t}y(t) = y(0) + \frac{1}{\Gamma(\alpha)} \int_0^t e^{\lambda s}(t-s)^{\alpha-1} f(s, y(s))\,ds$$

$$= y(0) + \frac{1}{\Gamma(\alpha)} \int_0^a e^{\lambda s}(a-s)^{\alpha-1} f(s, y(s))\,ds$$

$$+ \frac{1}{\Gamma(\alpha)} \left( \int_0^a e^{\lambda s}(a-s)^{\alpha-1} f(s, y(s))\,ds \right)$$

$$+ \int_0^t e^{\lambda s}(t-s)^{\alpha-1} f(s, y(s))\,ds$$

$$= y(a) - \frac{1}{\Gamma(\alpha)} \int_0^a e^{\lambda s}(a-s)^{\alpha-1} f(s, y(s))\,ds$$

$$+ \frac{1}{\Gamma(\alpha)} \int_0^t e^{\lambda s}(t-s)^{\alpha-1} f(s, y(s))\,ds.$$  \hspace{1cm} (2.6)

Therefore, if $y$ is a solution of the fractional boundary value problem (FBVP) (1.1)-(1.2) then $y$ is a solution of the integral equation

$$y(t) = y_0 e^{-\lambda t} - \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^a e^{\lambda s}(a-s)^{\alpha-1} f(s, y(s))\,ds$$

$$+ \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^t e^{\lambda s}(t-s)^{\alpha-1} f(s, y(s))\,ds.$$  \hspace{1cm} (2.7)

Next, we establish sufficient conditions for the existence and uniqueness of solutions of the FBVP (1.1)-(1.2). The proof will be based on the Banach’s fixed point theorem. We just establish the existence and uniqueness of the solution on the interval $[0, a]$, since the existence and uniqueness for $t > a$ is inherited from the corresponding initial value problem theory (see [7] for details).

Define the set $\Omega_\gamma = \{ y \in C([0, a]) : \|y - y_0 e^{-\lambda t}\|_{[0, a]} \leq \gamma \}$, where the norm $\|\cdot\|_{[0, a]}$ is defined by $\| \cdot \|_{[0, a]} = \max_{t \in [0, a]} |g(t)|$, for all $g \in C([0, a])$ and

$$\gamma = \frac{2a^\alpha \|f\|_{[0, a]} e^{\lambda a}}{\Gamma(1+\alpha)}.$$  \hspace{1cm} (2.8)
The set $\Omega_\gamma$ is a closed subset of the Banach space of all continuous functions on $[0, a]$, equipped with the norm $\| \cdot \|_{[0, a]}$, and since the function $y(t) = y_a e^{-\lambda t} \in \Omega_\gamma$, it is nonempty. On $\Omega_\gamma$, let us define the operator

$$(Ay)(t) = y_a e^{-\lambda t} - \frac{1}{\Gamma(\alpha)} \int_0^a e^{-\lambda (t-s)} (a-s)^{\alpha-1} f(s, y(s)) ds$$

$$+ \frac{1}{\Gamma(\alpha)} \int_0^t e^{-\lambda (t-s)} (t-s)^{\alpha-1} f(s, y(s)) ds. \quad (2.9)$$

Using this operator, the integral equation can be rewritten as $y = Ay$, and if the operator $A$ has a unique fixed point on $\Omega_\gamma$ then the FBVP (1.1)-(1.2) has a unique continuous solution. Using the Banach’s fixed point theorem, under some assumptions on $f$, we prove the existence and uniqueness result on the next theorem.

**Theorem 2.2.** Let $D = [0, a] \times [y_a e^{-\lambda a} - \gamma, y_a e^{-\lambda a} + \gamma]$, with $\gamma$ given by (2.8), and assume that the function $f : D \to \mathbb{R}$ is continuous for all $t \in [0, a]$. We further assume that the function $f$ fulfills a Lipschitz condition with respect to the second variable, meaning that there exists $L > 0$ such that it holds

$$|f(t, y) - f(t, z)| \leq L |y - z|, \quad \text{for } y, z \in \Omega_\gamma. \quad (2.10)$$

If the Lipschitz constant $L$ is such that $L < \frac{\Gamma(\alpha + 1)}{2a^\alpha e^{\lambda a}}$, then $A$ maps $\Omega_\gamma$ into itself and it is a contraction:

$$\|Ay - Az\|_{[0, a]} \leq \|y - z\|_{[0, a]} \quad \text{for } y, z \in \Omega_\gamma. \quad (2.11)$$

Hence equation (2.7) has a unique solution $y^* \in \Omega_\gamma$, which is the unique fixed point of $A$.

**Proof.** Let $y \in \Omega_\gamma$. First, we show that $Ay \in \Omega_\gamma$.

From the definition of $A$ we have

$$\|Ay - y_a e^{-\lambda t}\|_{[0, a]} = e^{-\lambda t} \left| \frac{1}{\Gamma(\alpha)} \int_0^a e^{\lambda s} (a-s)^{\alpha-1} f(s, y(s)) ds \right|$$

$$+ \frac{1}{\Gamma(\alpha)} \int_0^t e^{\lambda s} (t-s)^{\alpha-1} f(s, y(s)) ds \leq \frac{\|f\|_{[0, a]} e^{\lambda a}}{a \Gamma(\alpha)} (a^\alpha + t^\alpha).$$

Then

$$\|Ay - y_a e^{-\lambda t}\|_{[0, a]} \leq \frac{2a^\alpha \|f\|_{[0, a]} e^{\lambda a}}{\Gamma(\alpha + 1)} = \gamma, \quad (2.12)$$

which implies that $(Ay) \in \Omega_\gamma$. 
Now we prove that \( A \) is a contraction on \( \Omega_\gamma \), with \( \gamma \) defined by (2.8). For \( y, z \in \Omega_\gamma \), \( t \in [0, a] \), we have
\[
| (Ay)(t) - (Az)(t) | \leq \frac{1}{\Gamma(\alpha)} \left( \int_0^a e^{-\lambda(t-s)}(a-s)^{\alpha-1} |f(s, y(s)) - f(s, z(s))| ds \right) \\
+ \int_0^t e^{-\lambda(t-s)}(t-s)^{\alpha-1} |f(s, y(s)) - f(s, z(s))| ds \\
\leq \frac{2La^\alpha e^{\lambda a}}{\alpha \Gamma(\alpha)} \| y - z \|_{[0, a]} = \frac{2La^\alpha e^{\lambda a}}{\Gamma(\alpha + 1)} \| y - z \|_{[0, a]} < \| y - z \|_{[0, a]}.
\]
Then, the operator \( A \) is a contraction on \( \Omega_\gamma \). Finally, by the Banach fixed point principle the proof of the theorem is complete.\( \rlap{\Box} \)

If the assumptions of Theorem 2.2 are satisfied, then the FBVP (1.1)-(1.2) has an unique continuous solution, \( y(t) \), on the interval \([0, a]\) and, in particular, a unique value for \( y(0) \) exists. Therefore, there is an exact correspondence between tempered fractional boundary value problems and tempered fractional initial value problems.

3. Continuous dependence of the solution on the data

In order to analyze the continuous dependence of the solution on the given data we assume that problem
\[
\mathbb{D}_t^{\alpha, \lambda} (y(t)) = f(t, y(t)), \quad t \in [0, a], \\
e^{\lambda a} y(a) = y_a,
\]
which is equivalent to
\[
y(t) = y_a e^{-\lambda t} - \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^a e^{\lambda s} (a-s)^{\alpha-1} f(s, y(s)) ds \\
+ \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^t e^{\lambda s} (t-s)^{\alpha-1} f(s, y(s)) ds
\]
may suffer perturbations on the parameters \( y_a, \alpha, \lambda \) and on the right-hand side function \( f \), and therefore we will consider the following perturbed problems:
\[
\mathbb{D}_t^{\alpha, \lambda} (z(t)) = f(t, z(t)), \quad t \in [0, a], \\
e^{\lambda a} z(a) = z_a, 
\]
\[
\mathbb{D}_t^{\alpha-\delta, \lambda} (z(t)) = f(t, z(t)), \quad t \in [0, a], \\
e^{\lambda a} z(a) = y_a,
\]
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\[
\mathbb{D}^\alpha_{t,\lambda} (z(t)) = f(t, z(t)), \quad t \in [0, a],
\]
\[
e^{(\lambda-\delta)t} z(a) = y_a,
\]
\[
\mathbb{D}^\alpha_{t,\lambda} (\tilde{z}(t)) = \tilde{f}(t, z(t)), \quad t \in [0, a],
\]
\[
e^{\lambda t} z(a) = y_a,
\]
\[
\delta > 0,\text{ which are equivalent to the following integral equations:}
\]
\[
z(t) = z_a e^{-\lambda t} - \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^a e^{\lambda s} (a-s)^{\alpha-1} f(s, z(s)) ds
\]
\[
+ \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^t e^{\lambda s} (t-s)^{\alpha-1} f(s, z(s)) ds,
\]
\[
(3.10)
\]
\[
z(t) = y_a e^{-\lambda t} - \frac{e^{-\lambda t}}{\Gamma(\alpha-\delta)} \int_0^a e^{\lambda s} (a-s)^{\alpha-\delta-1} f(s, z(s)) ds
\]
\[
+ \frac{e^{-\lambda t}}{\Gamma(\alpha-\delta)} \int_0^t e^{\lambda s} (t-s)^{\alpha-\delta-1} f(s, z(s)) ds,
\]
\[
(3.11)
\]
\[
z(t) = y_a e^{-(\lambda-\delta)t} - \frac{e^{-(\lambda-\delta)t}}{\Gamma(\alpha)} \int_0^a e^{(\lambda-\delta)s} (a-s)^{\alpha-1} f(s, z(s)) ds
\]
\[
+ \frac{e^{-(\lambda-\delta)t}}{\Gamma(\alpha)} \int_0^t e^{(\lambda-\delta)s} (t-s)^{\alpha-1} f(s, z(s)) ds,
\]
\[
(3.12)
\]
\[
z(t) = y_a e^{-\lambda t} - \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^a e^{\lambda s} (a-s)^{\alpha-1} \tilde{f}(s, z(s)) ds
\]
\[
+ \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^t e^{\lambda s} (t-s)^{\alpha-1} \tilde{f}(s, z(s)) ds,
\]
\[
(3.13)
\]
respectively. In the following results the function \( f \) satisfies the assumptions of Theorem 2.2.

**Theorem 3.1.** Let \( y \) and \( z \) be the unique solutions of problems (1.1)-(1.2) and (3.2)-(3.3), respectively. Then
\[
\|y - z\| \leq \frac{1}{\beta} |y_a - z_a|,
\]
where \( \beta = 1 - \frac{2L e^{\lambda a} a^\alpha}{\Gamma(\alpha + 1)} \).
Proof. Taking (3.1) and (3.10) into account, for any \( t \in [0, a] \), we have
\[
|y(t) - z(t)| \leq e^{-\lambda t}(y_a - z_a) + \frac{e^{-\lambda t}}{\Gamma(\alpha)} \left| \int_0^a e^{\lambda s}(a - s)^{\alpha-1} (f(s, y(s)) - f(s, z(s))) \, ds \right|
+ \frac{e^{-\lambda t}}{\Gamma(\alpha)} \int_0^t e^{\lambda s}(t - s)^{\alpha-1} |f(s, y(s)) - f(s, z(s))| \, ds
\leq |y_a - z_a| + \frac{Le^{\lambda a}}{\Gamma(\alpha)} \int_0^a (a - s)^{\alpha-1} |y(s) - z(s)| \, ds
+ \frac{Le^{\lambda a}}{\Gamma(\alpha)} \int_0^t (t - s)^{\alpha-1} |y(s) - z(s)| \, ds.
\]
Hence
\[
\|y - z\| \leq |y_a - z_a| + \frac{Le^{\lambda a}}{\Gamma(\alpha)} \|y - z\| \left( \int_0^a (a - s)^{\alpha-1} \, ds + \int_0^t (t - s)^{\alpha-1} \, ds \right)
= |y_a - z_a| + \frac{Le^{\lambda a}}{\Gamma(\alpha)} \|y - z\| \left( \frac{a^\alpha}{\alpha} + \frac{t^\alpha}{\alpha} \right)
\leq |y_a - z_a| + 2\frac{Le^{\lambda a}a^\alpha}{\Gamma(\alpha + 1)} \|y - z\|.
\]
According to the upper bound on the Lipschitz condition \( L \), established in Theorem 2.2, we have
\[
\beta = 1 - \frac{2Le^{\lambda a}a^\alpha}{\Gamma(\alpha + 1)} > 0,
\]
and therefore, we conclude that
\[
\|y - z\| \leq \frac{1}{\beta} |y_a - z_a|,
\]
and the theorem is proved. \( \square \)

**Theorem 3.2.** Let \( y \) and \( z \) be the unique solutions of problems (1.1)-(1.2) and (3.4)-(3.5), respectively, where in the later we assume that \( \delta \) is such that \( 0 < \alpha - \delta < 1 \). Then
\[
\|y - z\| = \mathcal{O}(\delta).
\]

Proof. Taking (3.1) and (3.11) into account, for any \( t \in [0, a] \), we have
Since \( e^{-\lambda t} \leq 1 \), for all \( t \geq 0 \) and \( \lambda > 0 \), and \( e^{\lambda s} \leq e^{\lambda t} \), for all \( 0 \leq s \), then

\[
|y(t) - z(t)| \leq e^{\lambda t} \left( \int_0^a \frac{(a-s)^{\alpha-1}}{\Gamma(\alpha)} f(s,y(s)) - \frac{(a-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} f(s,z(s)) \, ds \right) + \left| \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s,y(s)) - \frac{(t-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} f(s,z(s)) \, ds \right|.
\]

Let us look at the first integral on the right-hand side of (3.15) first:

\[
I_1 = \int_0^a \frac{(a-s)^{\alpha-1}}{\Gamma(\alpha)} f(s,y(s)) - \frac{(a-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} f(s,z(s)) \, ds
\]

\[
= \int_0^a \frac{(a-s)^{\alpha-1}}{\Gamma(\alpha)} f(s,y(s)) - \frac{(a-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} f(s,z(s)) + \frac{(a-s)^{\alpha-1}}{\Gamma(\alpha)} f(s,z(s)) - \frac{(a-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} f(s,z(s)) \, ds
\]

\[
\leq \frac{La^\alpha}{\Gamma(\alpha+1)} \|y - z\| + \int_0^a \frac{(a-s)^{\alpha-1}}{\Gamma(\alpha)} - \frac{(a-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} \|f(s,z(s))\| \, ds.
\]

Considering the function \( G(x) = \frac{(a-x)^2}{\Gamma(x+1)} \), using the mean value theorem, we easily conclude that

\[
\left| \frac{(a-s)^{\alpha-1}}{\Gamma(\alpha)} - \frac{(a-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} \right| \leq C\delta, \text{ where}
\]

\[
C = \max_{x \in [\alpha-\delta-1, \alpha-\delta]} |G'(x)|, \text{ and therefore}
\]

\[
I_1 \leq \frac{La^\alpha}{\Gamma(\alpha+1)} \|y - z\| + Ca \|f\| \delta.
\]
Proceeding similarly with the second integral on the right-hand side of (3.15), we could conclude that

\[
I_2 = \int_0^t \left| \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, y(s)) - \frac{(t-s)^{\alpha-\delta-1}}{\Gamma(\alpha-\delta)} f(s, z(s)) \right| \, ds
\]

\[
\leq \frac{L t^\alpha}{\Gamma(\alpha + 1)} \| y - z \| + C t \| f \| \delta \leq \frac{L a^\alpha}{\Gamma(\alpha + 1)} \| y - z \| + C a \| f \| \delta,
\]

and therefore

\[
\| y - z \| \leq \frac{2 L a^\alpha e^{\lambda a}}{\Gamma(\alpha + 1)} \| y - z \| + 2 C a \| f \| \delta,
\]

or

\[
\| y - z \| \leq \frac{2 C a \| f \| \delta}{\beta},
\]

where \( \beta \) is given by (3.14). This completes the proof of the theorem. \( \square \)

**Theorem 3.3.** Let \( y \) and \( z \) be the unique solutions of problems (1.1)-(1.2) and (3.6)-(3.7), respectively. Then

\[
\| y - z \| = O(\delta).
\]

**Proof.** Taking (3.1) and (3.12) into account, for any \( t \in [0, a] \), we have

\[
| y(t) - z(t) | \leq y_a \left| e^{-\lambda t} - e^{-(\lambda-\delta) t} \right|
\]

\[
+ \frac{1}{\Gamma(\alpha)} \int_0^a \left| e^{\lambda s} f(s, y(s)) - e^{(\lambda-\delta)s} f(s, z(s)) \right| (a-s)^{\alpha-1} \, ds
\]

\[
+ \frac{1}{\Gamma(\alpha)} \int_0^t \left| e^{\lambda s} f(s, y(s)) - e^{(\lambda-\delta)s} f(s, z(s)) \right| (t-s)^{\alpha-1} \, ds.
\]

(3.16)

By using the mean value theorem with the function \( g(x) = e^{-xt} \), we conclude that

\[
\left| e^{-\lambda t} - e^{-(\lambda-\delta) t} \right| \leq C_1 \delta,
\]

where \( C_1 = \max_{x \in [\lambda-\delta, \lambda]} |g'(x)| \).
Concerning the first integral on the right-hand side of (3.16):

\[
J_1 = \int_0^a \left| e^{\lambda s} f(s, y(s)) - e^{(\lambda-\delta)s} f(s, z(s)) \right| (a-s)^{\alpha-1} \, ds
\]

\[
\leq \int_0^a \left| e^{\lambda s} f(s, y(s)) - e^{\lambda s} f(s, z(s)) \right| (a-s)^{\alpha-1} \, ds
+ \int_0^a e^{\lambda s} f(s, z(s)) - e^{(\lambda-\delta)s} f(s, z(s)) \right| (a-s)^{\alpha-1} \, ds
\]

\[
\leq \frac{e^{\lambda a} L a^\alpha}{\alpha} \|y - z\| + C_2 \|f\| \delta,
\]

where by the mean value theorem, \( C_2 = \max_{x \in [\lambda-\delta,\lambda]} |h'(x)| \), where \( h(x) = e^{xs}, \ s \in [0,a] \).

Proceeding analogously with the second integral in (3.16), we conclude that

\[
J_2 = \frac{1}{\Gamma(\alpha)} \int_0^t \left| e^{\lambda s} f(s, y(s)) - e^{(\lambda-\delta)s} f(s, z(s)) \right| (t-s)^{\alpha-1} \, ds
\]

\[
\leq \frac{e^{\lambda a} L a^\alpha}{\alpha} \|y - z\| + C_2 \|f\| \delta.
\]

Hence

\[
\|y - z\| \leq C_1 y a \delta + \frac{2e^{\lambda a} L a^\alpha}{\Gamma(\alpha + 1)} \|y - z\| + 2C_2 \|f\| \delta,
\]

or

\[
\|y - z\| \leq \frac{C_1 + 2C_2 \|f\|}{\beta} \delta,
\]

with \( \beta \) defined in (3.14). Thus, the theorem is proved.

**Theorem 3.4.** Let \( y \) and \( z \) be the unique solutions of problems (1.1)-(1.2) and (3.8)-(3.9), respectively. Then

\[
\|y - z\| = O \left( \|f - \tilde{f}\| \right).
\]

**Proof.** Taking (3.1) and (3.13) into account, for any \( t \in [0,a] \), we have

\[
|y(t) - z(t)| \leq \frac{e^{\lambda a}}{\Gamma(\alpha)} (I_1 + I_2),
\]

where

\[
I_1 = \int_0^a (a-s)^{\alpha-1} \left| f(s, y(s)) - \tilde{f}(s, z(s)) \right| \, ds
\]

and

\[
I_2 = \int_0^t (t-s)^{\alpha-1} \left| f(s, y(s)) - \tilde{f}(s, z(s)) \right| \, ds.
\]

Since
\[ I_1 \leq \int_0^a (a-s)^{\alpha-1} |f(s,y(s))-f(s,z(s))| \, ds \\
+ \int_0^a (a-s)^{\alpha-1} \left| f(s,z(s)) - \tilde{f}(s,z(s)) \right| \, ds \\
\leq \frac{La^\alpha}{\alpha} \| y - z \| + \frac{a^\alpha}{\alpha} \left\| f - \tilde{f} \right\| , \\
\]
and, analogously
\[ I_2 \leq \frac{Lt^\alpha}{\alpha} \| y - z \| + \frac{t^\alpha}{\alpha} \left\| f - \tilde{f} \right\| \\
\leq \frac{La^\alpha}{\alpha} \| y - z \| + \frac{a^\alpha}{\alpha} \left\| f - \tilde{f} \right\| , \\
\]
then
\[ \| y - z \| \leq 2La^\alpha e^{\lambda a} \Gamma(\alpha+1) \| y - z \| + 2 \frac{a^\alpha e^{\lambda a}}{\Gamma(\alpha+1)} \left\| f - \tilde{f} \right\| , \]
and the result of the theorem follows. \qed

4. Numerical method

From Lemma 2.1 we have an equivalence between tempered initial value problems and nonlinear Volterra integral equations. On the other hand, considering the initial value problem (2.1), with \( \alpha \in (0,1) \), the solution of (2.1) is the solution of the integral equation:
\[ y(t) = c_0 e^{-\lambda t} + \frac{1}{\Gamma(\alpha)} \int_0^t e^{-\lambda(t-s)} (t-s)^{\alpha-1} f(s,u(s)) \, ds, \quad 0 < \alpha < 1. \tag{4.1} \]

We can rewrite the integral equation (4.1) as
\[ u(t) = c_0 + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} g(s,u(s)) \, ds, \tag{4.2} \]
where \( c_0 = y(0) \), and
\[ u(s) = e^{\lambda s} y(s) \quad \text{and} \quad g(s,u(s)) = e^{\lambda s} f(s,e^{-\lambda s} u(s)). \tag{4.3} \]

Then, \( u \) is a solution of the (non-tempered) Caputo-type initial value problem
\[ 0D_t^{\alpha} (u(t)) = g(t,u(t)), \quad t > 0, \tag{4.4} \]
\[ u(0) = c_0. \tag{4.5} \]

Therefore taking the equivalence between initial value tempered fractional equations and Caputo-type initial value problems into account, from Theorem 6, \[2\] we obtain the following result for tempered fractional equations of order \( \alpha \), with \( \alpha \in (0,1) \).
WELL-POSEDNESS AND NUMERICAL APPROXIMATION

Theorem 4.1. Let $\alpha \in (0,1)$ and assume that $f : [0,b] \times [c,d] \to \mathbb{R}$ is continuous and satisfies a Lipschitz condition with respect to the second variable.

If $y_1$ and $y_2$ are are two solutions of the tempered differential equations

$$D^{\alpha,\lambda} (y_j(t)) = f(t, y_j(t)), \quad j = 1, 2,$$

subject to the initial conditions $y_j(0) = y_{j0}$, $j = 1, 2$, respectively, where $y_{10} \neq y_{20}$.

Then for all $t \in [0,b]$ we have $y_1(t) \neq y_2(t)$.

From Theorem 4.1 we can conclude that a solution of a tempered fractional differential equation of order $\alpha \in (0,1)$ is uniquely defined by a condition that can be specified at any point $t \in [0,b]$ ([0,b] is the interval where the solution of the fractional problem exist).

On the other hand, Theorem 4.1 will be crucial to properly define the ideas of the numerical methods that we present next.

From Theorem 4.1 it follows that for the solution of (1.1) that passes through the point $(a, \exp(-\lambda a) y_a)$, we are able to find at most one point $(0, y_0)$ that also lies on the same solution trajectory. In order to obtain an approximation of $y(0)$ we propose a shooting algorithm based on the bisection method. Let $y_1$ and $y_2$ be the solutions of (4.6) with initial values $y_{10}$ and $y_{20}$, such that $y_1(a) < \exp(-\lambda a) y_a < y_2(a)$, the bisection method provide successive approximations for $y(0)$ until the distance between the two last approximations does not exceed a given tolerance $\epsilon$.

In our numerical experiments, for illustration purposes, we have used the bisection method to find the initial value, but obviously, other methods can be used as easily as this, as the secant method, for instance.

To evaluate the value of $y(a)$ we need a numerical method to solve the initial value problems

$$D^{\alpha,\lambda} (y(t)) = f(t, y(t)), \quad t \in (0,a],$$

$$y(0) = y_0.$$  

This will be straightforward if we take relationship (1.3) into account. In fact, defining the functions $u$ and $g$ as in (4.3), we can use any available solver for (non-tempered) Caputo-type initial value problems to determine the solution $u$ of

$$\hat{D}_t^{C,\alpha} (u(t)) = g(t, u(t)), \quad t \in (0,a],$$

$$u(0) = y_0,$$

and then the solution of (4.7)-(4.8) will be given by $y(t) = e^{-\lambda t} u(t)$. 
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5. Numerical results

In this section we present some numerical examples to illustrate the efficiency of the numerical algorithm.

5.1. Approximating the solution of the terminal value problem (1.1)-(1.2). In this subsection we present 3 examples and the method that we apply for each one, depends on the nature of the differential equation and regularity of the solution.

The first example is a linear fractional differential equation with a smooth solution.

**Example 5.1.**

\[
\mathbb{D}^{\alpha,\lambda} (y(t)) = e^{-\lambda t} \left( \frac{3\Gamma(3) t^{2-\alpha}}{4\Gamma(3-\alpha)} + \frac{\Gamma(5) t^{4-\alpha}}{\Gamma(5-\alpha)} + c_{\alpha,\lambda} \left( t^4 + \frac{3t^2}{4} \right) \right) - c_{\alpha,\lambda} y(t), \quad t > 0,
\]

\[
y(0.5) = \frac{e^{-\lambda/2}}{4},
\]

where \( c_{\alpha,\lambda} = \frac{\Gamma(\alpha + 1)}{2^{1-\alpha} e^{\lambda/2}} \) and whose analytical solution is given by

\[
y(t) = \left( t^4 + \frac{3t^2}{4} \right) e^{-\lambda t}.
\]

The second example is a nonlinear fractional differential equation with a smooth solution defined by:

**Example 5.2.**

\[
\mathbb{D}^{\alpha,\lambda} (y(t)) = e^{-\lambda t} \left( \frac{\Gamma(3) t^{2-\alpha}}{\Gamma(3-\alpha)} t^{2-\alpha} - 3t^4 \exp(-\lambda t) \right) + 3y^2, \quad t > 0,
\]

\[
y(0.5) = \frac{e^{-\lambda/2}}{4},
\]

whose analytical solution is given by \( y(t) = e^{-\lambda t^2} \).

The third example is a linear fractional differential equation with a solution whose second derivative has a singularity at \( t = 0 \).

**Example 5.3.**

\[
\mathbb{D}^{\alpha,\lambda} (y(t)) = e^{-\lambda t} \frac{\Gamma(5/2) t^{2-\alpha}}{\Gamma(5/2 - \alpha)} t^{3/2-\alpha}, \quad t > 0,
\]

\[
y(0.5) = e^{-\lambda/2} \sqrt{\frac{1}{23}},
\]

whose analytical solution is given by \( y(t) = e^{-\lambda t^{3/2}} \).
In what follows we consider Examples 5.1, 5.2 and 5.3 with several values of $\alpha$ and $\lambda = 2$.

In order to compute $y(0)$ the bisection method was used with $\epsilon = 10^{-10}$ and the approximate solution of each one of IVP was computed with the three methods listed below.

- **Method 1.** Fractional backward difference based on quadrature (see, for example, [4]).
- **Method 2.** This numerical method can be seen as a generalization of the classical one-step Adams-Bashforth-Moulton scheme for first-order equations (cf. [5]) and is appropriate to obtain a numerical solution of the non-linear problems.
- **Method 3.** In this method we consider an integral formulation of the initial value problem (4.9)-(4.10) and a nonpolynomial approximation of the solution (cf. [11]). This method is appropriate to approximate the solution of problems whose solution is not smooth.

We denote the absolute errors by $e^h(t) = |y(t) - y^h(t)|$, where $y^h$ is an approximate solution of $y$ using the algorithm with stepsize $h = \frac{a}{N}$ and the value $y_0 \sim y(0)$ was obtained by the bisection method with tolerance $\epsilon$.

The absolute errors for $t = a = 0.5$ and $t = 1$ and the obtained values of $y(0)$ for the Examples 5.1, 5.2 and 5.3 are presented in Tables 1, 3 and 5, respectively.

In Tables 2, 4 and 6 the maximum of the absolute errors, $\|e^h/N\|_\infty = \max_{0 \leq i \leq N} e^h_i$, and the experimental orders of convergence, $p_h = \frac{\log(\|e^h\|_\infty/\|e^{h/2}\|_\infty)}{\log(2)}$, are listed.

In Table 1 we observe that the absolute error for the point where the boundary condition is imposed, does not decrease as the step-size goes smaller, although we are comparing very small quantities. On the other hand, for the approximate solution of Example 5.2 the absolute error at the boundary point decreases as the step-size $h$ decreases (cf. Table 3) and decreases with convergence order $1 + \alpha$. As shown in Figure 1 a good agreement was obtained between the numerical and the analytical solutions.

In Tables 2 and 4 the experimental orders of convergence are listed, and we observe that the corresponding to Examples 5.1 and 5.2 are approximately $2 - \alpha$ and $1 + \alpha$, respectively. The results are in agreement with the theoretical result proved in [4], for Method 1, and with the conjecture of Diethelm et al. [5], for Method 2.
For both examples the absolute error decreases with the value of $t = 0$.

For Example 5.1 we observe that the absolute error is minimum at the point $p = 1$ with several values of $\alpha$.

Table 1. Example 5.1 with several values of $\alpha$. Comparison with the exact solution at $t = 0.5$ (the value that defines the boundary condition) and $t = 1$ with several values of the stepsize $h$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\alpha = 1/4$</th>
<th>$\alpha = 1/2$</th>
<th>$\alpha = 2/3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|e^h|_\infty$</td>
<td>$p_h$</td>
<td>$|e^h|_\infty$</td>
</tr>
<tr>
<td>1/10</td>
<td>1.564 x 10^{-3}</td>
<td>5.128 x 10^{-3}</td>
<td>9.602 x 10^{-3}</td>
</tr>
<tr>
<td>1/20</td>
<td>5.098 x 10^{-4}</td>
<td>1.906 x 10^{-3}</td>
<td>3.922 x 10^{-3}</td>
</tr>
<tr>
<td>1/40</td>
<td>1.626 x 10^{-4}</td>
<td>6.978 x 10^{-4}</td>
<td>1.587 x 10^{-4}</td>
</tr>
<tr>
<td>1/80</td>
<td>5.107 x 10^{-5}</td>
<td>2.527 x 10^{-4}</td>
<td>6.381 x 10^{-4}</td>
</tr>
<tr>
<td>1/160</td>
<td>1.586 x 10^{-5}</td>
<td>9.084 x 10^{-5}</td>
<td>2.553 x 10^{-4}</td>
</tr>
<tr>
<td>1/320</td>
<td>4.883 x 10^{-6}</td>
<td>3.249 x 10^{-5}</td>
<td>1.019 x 10^{-4}</td>
</tr>
</tbody>
</table>

Table 2. Example 5.1 with several values of $\alpha$. Maximum of absolute errors and experimental orders of convergence.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\alpha = 1/4$</th>
<th>$\alpha = 1/2$</th>
<th>$\alpha = 2/3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|e^h|_\infty$</td>
<td>$p_h$</td>
<td>$|e^h|_\infty$</td>
</tr>
<tr>
<td>1/20</td>
<td>9.313 x 10^{-11}</td>
<td>9.423 x 10^{-11}</td>
<td>9.313 x 10^{-11}</td>
</tr>
<tr>
<td>1/40</td>
<td>9.313 x 10^{-11}</td>
<td>2.735 x 10^{-11}</td>
<td>9.313 x 10^{-11}</td>
</tr>
<tr>
<td>1/80</td>
<td>9.313 x 10^{-11}</td>
<td>2.028 x 10^{-11}</td>
<td>9.313 x 10^{-11}</td>
</tr>
<tr>
<td>1/160</td>
<td>9.313 x 10^{-11}</td>
<td>2.028 x 10^{-11}</td>
<td>9.313 x 10^{-11}</td>
</tr>
<tr>
<td>1/320</td>
<td>9.313 x 10^{-11}</td>
<td>2.028 x 10^{-11}</td>
<td>9.313 x 10^{-11}</td>
</tr>
</tbody>
</table>

Table 3. Example 5.2 with several values of $\alpha$. Comparison with the exact solution at $t = 0.5$ (the value that defines the boundary condition) and $t = 1$ with several values of the stepsize $h$ (shooting method with Method 2 to solve the IVP).

In Figures 2 the absolute errors of the approximate solutions of Examples 5.1 and 5.2 with several values of $\alpha$ are plotted for stepsize $h = 1/160$. For Example 5.1 we observe that the absolute error is minimum at the point $t = a$ and for Example 5.2 the absolute error is minimum at the point $t = 0$. For both examples the absolute error decreases with the value of $\alpha$. 

In Tables 5 and 6 we compare the results obtained with the shooting method and \( y_0 \) given by Method 1 and Method 3 on the space \( V_{h,1}^{1/2} \). We observe that the error at \( t = 0 \) is smaller when \( y_0 \) is obtained by Method 3. However, both methods converge to zero with convergence order 1.5, approximately.
In Figure 3 we can observe a good agreement between the numerical solution obtained with the shooting method and \( y_0 \) given by Method 1 and Method 3 on the space \( V_{h,1}^{1/2} \) and the analytical solution.

From Figure 4, right, we observe that the absolute error of the approximate solution, \( y^h \), is very small, namely, the maximum of the absolute error is approximately \( 6 \times 10^{-11} \), even with a stepsize not too small, \( h = 1/20 \). This is not surprising, once the solution belongs to \( V_{t,1/2}^{1/2} = \langle 1, t^{1/2}, t, t^{3/2} \rangle \).

| \( h \) | Method 1 \( y(0) \) \( c_1^h(0.5) \) \( c_2^h(1) \) | Method 3 \( y(0) \) \( c_1^h(0.5) \) \( c_2^h(1) \) |
|---|---|---|---|
| 1/20 | 3.57 \times 10^{-4} | 1.34 \times 10^{-12} | 1.81 \times 10^{-12} | 5.82 \times 10^{-11} | 7.84 \times 10^{-10} | 6.30 \times 10^{-8} |
| 1/40 | 1.12 \times 10^{-3} | 8.90 \times 10^{-12} | 4.58 \times 10^{-6} | 5.82 \times 10^{-11} | 2.96 \times 10^{-5} | 1.66 \times 10^{-6} |
| 1/80 | 4.08 \times 10^{-4} | 1.30 \times 10^{-11} | 1.10 \times 10^{-6} | 5.82 \times 10^{-11} | 1.09 \times 10^{-5} | 4.28 \times 10^{-7} |
| 1/160 | 1.47 \times 10^{-4} | 1.53 \times 10^{-11} | 2.75 \times 10^{-7} | 5.82 \times 10^{-11} | 4.12 \times 10^{-7} | 1.90 \times 10^{-7} |
| 1/320 | 5.27 \times 10^{-5} | 6.30 \times 10^{-12} | 6.85 \times 10^{-8} | 5.82 \times 10^{-11} | 1.05 \times 10^{-7} | 2.78 \times 10^{-8} |

Table 5. Example 5.3 with \( \alpha = 1/2 \). Comparison with the exact solution at \( t = 0, t = 0.5 \) (the value that defines the boundary condition) and \( t = 1 \) with several values of the stepsize \( h \) (shooting method with Method 1 and Method 3 on the space \( V_{h,1}^{1/2} \) \( (c_1 = 1/3, c_2 = 1) \) to solve the IVP).

| \( h \) | Method 1 \( \| e^h \|_\infty \) \( p_h \) | Method 3 \( \| e^h \|_\infty \) \( p_h \) |
|---|---|---|---|
| 1/20 | 3.30 \times 10^{-3} | 7.84 \times 10^{-5} | 1/40 | 1.12 \times 10^{-3} | 2.96 \times 10^{-5} | 1/80 | 4.08 \times 10^{-4} | 1.09 \times 10^{-5} | 1/160 | 1.47 \times 10^{-4} | 3.98 \times 10^{-6} |
| 1/320 | 5.27 \times 10^{-5} | 1.42 \times 10^{-6} | 1/320 | 5.27 \times 10^{-5} | 1.42 \times 10^{-6} |

Table 6. Example 5.3 with \( \alpha = 1/2 \). Maximum of absolute errors and experimental orders of convergence (shooting method with Method 1 and Method 3 on the space \( V_{h,1}^{1/2} \) \( (c_1 = 1/3, c_2 = 1) \).
5.2. Dependence on the problem parameters. In this subsection we consider a nonlinear problem and illustrate numerically the stability of the problem.

Let us consider the tempered fractional differential equation

\[
\mathbb{D}^{\alpha,\lambda}(y(t)) = 2t + \frac{\Gamma(\alpha + 1)}{3\exp(\lambda a) a^\alpha} \sin(u) = f(t, u), \quad t > 0, \quad (5.1)
\]

\[
y(a) = y_a,
\]

with \( \lambda = 2, \ a = 1/2, \ y_a = 1 \) and \( \alpha = 1/2 \). Note that the function \( f \) satisfies the assumptions of Theorems \( 3.1 \) \( 3.4 \). In this case the exact solution of Example \( 5.1 \) is unknown.
Let us consider the perturbed problems
\[
D^{\alpha,\lambda}(z(t)) = f(t, z), \quad t > 0, \quad (5.2)
\]
\[
z(a) = y_a + \epsilon_{bc},
\]
\[
D^{\alpha,\lambda}(z(t)) = f(t, z) + \epsilon_f, \quad t > 0, \quad (5.3)
\]
\[
z(a) = y_a,
\]
\[
D^{\alpha,\lambda + \epsilon}(z(t)) = f(t, z), \quad t > 0, \quad (5.4)
\]
\[
z(a) = y_a,
\]
\[
D^{\alpha + \epsilon_{\alpha,\lambda}}(z(t)) = f(t, z), \quad t > 0, \quad (5.5)
\]
\[
z(a) = y_a.
\]

The obtained\(\max_{1 \leq i \leq N} \|y_i - z_i\| = \|y - z\|_{\infty}\) are presented in Tables 7, 8 and 9, where \(y_i\) and \(z_i\) are the obtained numerical approximations of \(y(t)\) and \(z(t)\) at the discretization points \(t = t_i = ih\), with \(h = a/N\), and \(z\) is the solution of the perturbed problems (5.2), (5.3) and (5.4), respectively.

In Table 7 we present the results obtained when we compare the problems (5.1) and (5.2), when the boundary condition suffers a perturbation.

In Table 8 we present the results obtained when we compare the problems (5.1) and (5.3), when the source function \(f\) has a perturbation, \(\epsilon_f\).

Finally, in Table 9 we illustrate how the solution of (5.4) varies with \(\epsilon_{\lambda}\).

According to the numerical results in Tables 7, 8 and 9 we see that, independently of the used step size \(h\), we have \(\|y - z\|_{\infty} \sim \epsilon_{bc}\), \(\|y - z\|_{\infty} \sim \epsilon_f\) and \(\|y - z\|_{\infty} \sim \epsilon_{\lambda}\), if \(z\) is the approximate solution of the problems (5.2), (5.3) and (5.4), respectively. The numerical results are in agreement with the theoretical results proved in Theorems 3.1, 3.3 and 3.4.

<table>
<thead>
<tr>
<th>(h)</th>
<th>Values of (\epsilon_{bc})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>2.5704 \times 10^{-1} 2.5518 \times 10^{-2} 2.5499 \times 10^{-3} 2.5498 \times 10^{-4} 2.5497 \times 10^{-5}</td>
</tr>
<tr>
<td>1/40</td>
<td>2.5712 \times 10^{-1} 2.5525 \times 10^{-2} 2.5506 \times 10^{-3} 2.5505 \times 10^{-4} 2.5504 \times 10^{-5}</td>
</tr>
<tr>
<td>1/80</td>
<td>2.5715 \times 10^{-1} 2.5528 \times 10^{-2} 2.5510 \times 10^{-3} 2.5508 \times 10^{-4} 2.5507 \times 10^{-5}</td>
</tr>
<tr>
<td>1/160</td>
<td>2.5716 \times 10^{-1} 2.5529 \times 10^{-2} 2.5519 \times 10^{-3} 2.5509 \times 10^{-4} 2.5508 \times 10^{-5}</td>
</tr>
</tbody>
</table>

Table 7. Maximum of the absolute errors, \(|y^h - z^h|\), where \(y^h\) is the numerical solution of problem (5.1) and \(z^h\) the numerical solution of the problem (5.2) with several values of \(\epsilon_{bc}\).
observed that the absolute error is less than $\epsilon$ and is maximum at the origin. Differential problems. In the future, we intend to extend it to partial and constitutes an important feature in the numerical approximation of fractional differential problems. In the future, we intend to extend it to partial and distributed differential problems.

<table>
<thead>
<tr>
<th>$h$</th>
<th>0.1</th>
<th>0.01</th>
<th>0.001</th>
<th>0.0001</th>
<th>0.00001</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>$7.8815 \times 10^{-2}$</td>
<td>$7.8841 \times 10^{-3}$</td>
<td>$7.8844 \times 10^{-4}$</td>
<td>$7.8844 \times 10^{-5}$</td>
<td>$7.8845 \times 10^{-6}$</td>
</tr>
<tr>
<td>1/40</td>
<td>$7.8818 \times 10^{-2}$</td>
<td>$7.8844 \times 10^{-3}$</td>
<td>$7.8847 \times 10^{-4}$</td>
<td>$7.8847 \times 10^{-5}$</td>
<td>$7.8847 \times 10^{-6}$</td>
</tr>
<tr>
<td>1/80</td>
<td>$7.8819 \times 10^{-2}$</td>
<td>$7.8845 \times 10^{-3}$</td>
<td>$7.8848 \times 10^{-4}$</td>
<td>$7.8848 \times 10^{-5}$</td>
<td>$7.8848 \times 10^{-6}$</td>
</tr>
<tr>
<td>1/160</td>
<td>$7.8820 \times 10^{-2}$</td>
<td>$7.8845 \times 10^{-3}$</td>
<td>$7.8848 \times 10^{-4}$</td>
<td>$7.8848 \times 10^{-5}$</td>
<td>$7.8848 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Table 8. Maximum of the absolute errors, $|y^h - z^h|$, where $y^h$ is the numerical solution of problem (5.1) and $z^h$ the numerical solution of the problem (5.3) with several values of $\epsilon_f$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>0.1</th>
<th>0.01</th>
<th>0.001</th>
<th>0.0001</th>
<th>0.00001</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>$2.2715 \times 10^{-1}$</td>
<td>$2.1483 \times 10^{-2}$</td>
<td>$2.1364 \times 10^{-3}$</td>
<td>$2.1352 \times 10^{-4}$</td>
<td>$2.1351 \times 10^{-5}$</td>
</tr>
<tr>
<td>1/40</td>
<td>$2.2726 \times 10^{-1}$</td>
<td>$2.1493 \times 10^{-2}$</td>
<td>$2.1374 \times 10^{-3}$</td>
<td>$2.1362 \times 10^{-4}$</td>
<td>$2.1361 \times 10^{-5}$</td>
</tr>
<tr>
<td>1/80</td>
<td>$2.2729 \times 10^{-1}$</td>
<td>$2.1496 \times 10^{-2}$</td>
<td>$2.1377 \times 10^{-3}$</td>
<td>$2.1365 \times 10^{-4}$</td>
<td>$2.1364 \times 10^{-5}$</td>
</tr>
<tr>
<td>1/160</td>
<td>$2.2730 \times 10^{-1}$</td>
<td>$2.1497 \times 10^{-2}$</td>
<td>$2.1378 \times 10^{-3}$</td>
<td>$2.1366 \times 10^{-4}$</td>
<td>$2.1365 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 9. Maximum of the absolute errors, $|y^h - z^h|$, where $y^h$ is the numerical solution of problem (5.1) and $z^h$ the numerical solution of the problem (5.4) with several values of $\epsilon_\lambda$.

In Figure 5 we present an approximate solution of the problem (5.4) with $\epsilon_\alpha = 0.01$, and we observe that the variation is very small. We also plot the approximate solution of (5.1), for several values of $\alpha$, and we observe that the solution is an increasing function for $\alpha < 0.5$ and a decreasing function for $\alpha \geq 0.5$. Finally, in Figure 6 we plot the absolute error $|y^{1/160} - z^{1/160}|$, where $y^{1/160}$ is the approximate solution of problem (5.1) and $z^{1/160}$ the approximate solution of the problem (5.4) with $\epsilon_\lambda = 10^{-5}$. It can be observed that the absolute error is less than $\lambda \times 10^{-5}$ and the absolute error is maximum at the origin.

6. Conclusions

We have analyzed the well-posedness of ordinary tempered terminal value problems. Based on the relationship between non-tempered and tempered Caputo derivatives we have proposed three numerical schemes to approximate the solution of such problems. It should be noted that Method 3 has the advantage to properly deal with nonsmooth solutions which constitutes an important feature in the numerical approximation of fractional differential problems. In the future, we intend to extend it to partial and distributed differential problems.
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