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Abstract

We propose a regression method for the estimation of conditional quantiles of a continuous response variable given a set of covariates when the data are dependent. Along with fixed regression coefficients, we introduce random coefficients which we assume to follow a form of multivariate Laplace distribution. In a simulation study, the proposed quantile mixed-effects regression is shown to model the dependence among longitudinal data correctly and estimate the fixed effects efficiently. It performs similarly to the linear mixed model at the central location when the regression errors are symmetrically distributed, but provides more efficient estimates when the errors are over-dispersed. At the same time, it allows the estimation at different locations of conditional distribution, which conveys a comprehensive understanding of data. We illustrate an application to clinical data where the outcome variable of interest is bounded within a closed interval.
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1 Introduction

Popularized by Koenker and Bassett (1978), quantile regression has gradually become a well established technique in a wide range of applications. It represents an important complement to the classic mean regression and characterizes the whole conditional distribution of a response variable given a set of covariates. Robustness against outliers, efficiency for a wide range of error distributions, and equivariance to monotone transformation are some of the other desirable features of quantile regression. Median regression, a special case of quantile regression and a type of robust regression, has been familiar to most researchers. Quantile regression has recently been applied in a variety of areas, including economics (Machado and Mata, 2005; Angrist et al., 2006), medicine/public health (Austin and Schull, 2003; Austin et al., 2005; Wei et al., 2006), ecology (Cade et al., 2005), survival data analysis (Yin and Cai, 2005) and microarray data analysis (Sohn et al., 2008; Li and Zhu, 2007; Huang et al., 2008). For more details about the quantile regression approach, one can refer to Buchinsky (1998), Koenker and Hallock (2001), Yu et al. (2003), and Koenker (2005).

In the case of classic quantile regression, there are very few assumptions about the form of error distribution, and the estimation of parameters is obtained by minimizing the sum of weighted absolute residuals through linear programming methods. Recently, an asymmetric Laplace distribution (ALD), which is characterized by a peak at the mode and thick tails, has been used in Bayesian quantile regression for error distribution (Yu and Zhang, 2005; Yu and Moyeed, 2001). The connection between maximizing a likelihood function composed of independently distributed ALD and minimisation of the objective function in quantile regression was shown by Yu and Moyeed (2001) and used to develop the likelihood ratio test for quantile regression (Koenker and Machado, 1999), and to apply quantile regression to longitudinal data (Geraci and Bottai, 2007). In the mean regression, a similar connection exists between MLE based on normal distribution and least-squares estimation. Kotz et al. (2001) and Kozubowski and Nadarajah (2008) reviewed several different forms of the Laplace distribution.

In this paper, we focus on exploring the use of quantile regression for analysis of longitudinal data. These data are characterized by repeated measurements on the same subject over time, as may be collected in clinical trials, epidemiologic studies, etc. By using the connection between ALD and quantile regression, we develop a likelihood-based approach to estimate parameters of conditional quantile functions with the random effects by adopting an ALD for the residual errors and a multivariate distribution for the random effects that is not restricted to be normal. This quantile mixed-effects model is analogous to the linear mixed model (Verbeke and Molenberghs, 2000; Demidenko, 2004). The within-subject dependence
among data is taken into account through incorporation of random effects to avoid bias in the parameter estimate. The proposed approach allows the estimation at different quantiles of conditional distribution, and hence leads to a robust estimation of parameters and conveys a comprehensive understanding of data.

There is a relatively small amount of literature about the extension of quantile regression to longitudinal data or dependent data. Three types of models can be identified among them: the marginal model, penalized model and conditional model. Jung (1996) proposed quasi-likelihood based estimating equations for median regression, and based on Jung’s work, Lipsitz et al. (1997) described a weighted GEE model in quantile regression for longitudinal data with random drop-off. Karlsson (2008) examined a weighted version of quantile regression estimator adjusted to the case of nonlinear longitudinal data. These methods are basically marginal models which capture the overall trend among all subjects for a given quantile. Koenker (2004) proposed a penalized quantile regression with a large number of subject-specific fixed effects, in which the inflation effect was controlled by a regularization, or shrinkage, whose degree needs to be chosen suitably. Geraci and Bottai (2007) proposed a conditional model for quantile regression with random intercept. In this paper, we generalize the conditional model proposed by Geraci and Bottai (2007) and a quantile regression with multiple random effects is developed.

In addition, instead of normal distribution for the random effects, heavy-tailed distributions are usually considered to handle outliers and unduly large observations in robust mixed models (Lange et al., 1989; Pinheiro et al., 2001; Song et al., 2007). Inspired by the robustness of quantile regression and heavy-tailed property for ALD, we describe and evaluate the use of a symmetric multivariate Laplace distribution (Kotz et al., 2001) for the random effects, which is characterized by peak at zeros and thick tails on the edges. Multivariate Laplace distribution has been mainly used in speech and image data, and to the best of our knowledge it is the first time that this distribution is being considered for the random effects in a mixed model.

This paper is organized as follows: Section 2 gives the connection between ALD and quantile regression, the quantile mixed-effects model, a proposed semiparametric Monte Carlo Expectation Maximization (MCEM) algorithm for point estimation, and an introduction to a multivariate Laplace distribution; Section 3 conducts a simulation study aimed to evaluate the performance of the proposed model; Section 4 illustrates an application to clinical trial data; Section 5 makes a conclusion.
2 Model and Method

2.1 Independent Data

Suppose \((x_i^T, y_i), i = 1, \ldots, N,\) is an independent random sample from some population, where \(x_i\) is a \(p \times 1\) vector of regressors and \(y_i\) is a scalar response variable with conditional cumulative distribution function \(F_{y_i}\), whose shape is unspecified. Following Koenker and Bassett (1978), the \(\tau\)-th quantile of data is modeled as

\[
Q_{y_i}(\tau | x_i) = x_i^T \beta_{\tau}, \quad i = 1, \ldots, N,
\]

where \(\tau \in (0, 1)\), \(Q_{y_i}(\cdot) \equiv F_{y_i}^{-1}(\cdot)\), and \(\beta_{\tau} \in \mathbb{R}^p\) is a column vector of unknown fixed parameters with length \(p\). Alternatively, the above expression can be rewritten as

\[
y_i = x_i^T \beta_{\tau} + \epsilon_i, \quad \text{with } Q_{\epsilon_i}(\tau | x_i) = 0,
\]

where \(\epsilon_i\) is the error term whose distribution is restricted to have the \(\tau\)-th quantile to be zero. Through a numerical method, e.g. linear programming, the estimator \(\hat{\beta}_{\tau}\) is obtained by solving

\[
\hat{\beta}_{\tau} = \arg \min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{N} \rho_{\tau}(y_i - x_i^T \beta), \quad (1)
\]

where \(\rho_{\tau}(v) = v(\tau - I(v \leq 0))\) is the loss function with \(v\) being a real number and \(I(\cdot)\) is the indicator function. For a special case of \(\tau = 0.5\) (median regression), equation (1) simplifies to

\[
\hat{\beta}_{0.5} = \arg \min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{N} |y_i - x_i^T \beta_{0.5}|.
\]

The parameter \(\beta_{\tau}\) and its estimator \(\hat{\beta}_{\tau}\) depend on the quantile \(\tau\). For simplicity, we will omit the subscript in the remainder of the paper.

A three-parameter ALD (Yu and Zhang, 2005) provides a natural link between minimization of the sum of weighted absolute residuals in equation (1) and the maximum likelihood theory. Other forms of Laplace distribution were summarised by Kotz et al. (2001) and Kozubowski and Nadarajah (2008).

A random variable \(Y\) follows an ALD if its corresponding probability density is given by

\[
f(y | \mu, \sigma, \tau) = \frac{\tau(1 - \tau)}{\sigma} \exp \left\{ -\rho_{\tau} \left( \frac{y - \mu}{\sigma} \right) \right\}, \quad (2)
\]

where \(\rho_{\tau}(v)\) is defined in equation (1), \(\sigma > 0\) is the scale parameter, and \(-\infty < \mu < +\infty\) is the location parameter which is also the mode and the \(\tau\)-th quantile of
Let $\mu_i = x_i^T \beta$, and for any given value of $\tau$, we assume that $\epsilon_i \sim ALD(0, \sigma, \tau)$, which restricts the $\tau$-th quantile of residuals to be zero. Then the likelihood for $N$ independent observations is written,

$$L(\beta, \sigma; y, \tau) \propto \sigma^{-N} \exp \left\{ -\sum_{i=1}^{N} \rho_{\tau} \left( \frac{y_i - x_i^T \beta}{\sigma} \right) \right\}.$$  \hspace{1cm} (3)

Considering $\sigma$ a nuisance parameter, the maximisation of the likelihood in (3) with respect to the parameter $\beta$ is equivalent to the minimisation of the objective function in (1).

### 2.2 Longitudinal Data

Consider longitudinal data with repeated measurements in the form $(y_{ij}, x_{ij}^T)$, for $j = 1, \ldots, n_i$, and $i = 1, \ldots, N$, where $y_{ij}$ is the $j$th scalar measurement of a continuous random variable on the $i$th subject, $x_{ij}^T$ are row vectors of a known design matrix and $\beta$ is a $p \times 1$ vector of fixed regression coefficients. We follow the similar notation as the linear-mixed model and define the linear mixed-effects quantile function of response $y_{ij}$ as

$$y_{ij} = x_{ij}^T \beta + z_{ij}^T u_i + \epsilon_{ij}, \quad \text{with } Q_{\epsilon_{ij}}(\tau|x_{ij}, u_i) = 0,$$  \hspace{1cm} (4)

where $z_{ij}$ is a $q \times 1$ subset of $x_{ij}$ with random effects; $u_i$ is a $q \times 1$ vector of random regression coefficients; the error term $\epsilon_{ij}$, for $j = 1, \ldots, n_i$ and $i = 1, \ldots, N$, is assumed to be independently distributed as ALD. The random regression coefficients $u_i$, for $i = 1, \ldots, N$, which account for the correlation among observations, are assumed to be mutually independent and to follow some multivariate distribution $f_u(0, \Sigma)$. We discuss the choice of the distribution for random effects, $f_u(0, \Sigma)$, in section 2.5. We also assume independence between $u_i$ and $\epsilon_{ij}$ and between the random regression coefficients $u_i$ and the explanatory variables $x_{ij}^T$. The conditional density function of $y_{ij}|u_i$ can be written as

$$f(y_{ij}|u_i, x_{ij}; \beta, \sigma) = \frac{\tau(1-\tau)}{\sigma} \exp \left\{ -\rho_{\tau} \left( \frac{y_{ij} - \mu_{ij}}{\sigma} \right) \right\},$$

where $\mu_{ij} = x_{ij}^T \beta + z_{ij}^T u_i$ is the linear predictor of the $\tau$th quantile function, and $\tau$ is fixed and known.

Let $f(y_i|u_i, x_i; \beta, \sigma) = \prod_{j=1}^{n_i} f(y_{ij}|u_i, x_{ij}; \beta, \sigma)$ be the density for the $i$th subject conditional on the random effect $u_i$, where $y_i = (y_{i1}, \ldots, y_{in_i})^T$ and $x_i = \ldots$
The complete data density of \((y_i, u_i)\), for \(i = 1, \ldots, N\), is then given by

\[
f(y_i, u_i | x_i; \eta) = f(y_i | u_i, x_i; \beta, \sigma) f(u_i | \Sigma),
\]

where we assume that \(u_i\) is independent of \(x_i\), \(f(u_i | \Sigma)\) is the density of \(u_i\), and \(\eta = (\beta, \sigma, \Sigma)\) is the parameter of interest. If we let \(y = (y_1, \ldots, y_N)\), \(x = (x_1, \ldots, x_N)\) and \(u = (u_1, \ldots, u_N)\), the joint density of \((y, u)\) based on \(N\) subjects is given by

\[
f(y, u | x; \eta) = \prod_{i=1}^{N} f(y_i | u_i, x_i; \beta, \sigma) f(u_i | \Sigma).
\]

For simplicity, in the next section we will use \(f(y, u | \eta)\) and \(f(y | \eta)\) to denote \(f(y_i | x_i; \eta)\) and \(f(y | x; \eta)\).

### 2.3 Estimation

We obtain the maximum likelihood estimates for the parameter \(\eta\) by maximising the marginal density \(f(y | \eta)\), which is calculated by integrating out the random effects \(u\) in equation (5). That is, \(L(\eta; y) = \int f(y | u, \eta) f(u | \Sigma) du\). Only under limited cases, however, is a closed form solution available; generally, this integral is intractable. We propose a Monte Carlo Expectation Maximisation (MCEM) algorithm, which has been widely applied to generalized linear mixed models (Booth and Hobert, 1999). Within this algorithm, random effects are considered as unobserved, missing values and a simulation method is used to evaluate the intractable integral in the E-step.

#### 2.3.1 E-step

We write the E-step for the \(i\)th subject at iteration \((t + 1)\)

\[
O_i(\eta | \eta^{(t)}) = E\{l(\eta; y_i, u_i) | y_i; \eta^{(t)}\}
\]

\[
= \int \{\log f(y_i | \beta, u_i, \sigma) + \log f(u_i | \Sigma)\} f(u_i | y_i, \eta^{(t)}) du_i,
\]

where \(\eta^{(t)} = (\beta^{(t)}, \sigma^{(t)}, \Sigma^{(t)})\), \(l(\eta; y_i, u_i)\) is the log likelihood for the \(i\)th subject, and the expectation is taken with respect to the distribution of the unobserved data \(u_i\) given the observed data \(y_i\), whose density is

\[
f(u_i | y_i, \eta^{(t)}) \propto f(y_i | u_i; \beta^{(t)}, \sigma^{(t)}) f(u_i | \Sigma^{(t)}).
\]
By drawing a random sample \( v_i = (v_{i1}, \ldots, v_{im_i}) \) of size \( m_i \) from the conditional distribution of \( f(u_i|y_i, \eta^{(t)}) \) in (7), the expectation in (6) can be approximated by

\[
O_i(\eta|\eta^{(t)}) \approx \frac{1}{m_i} \sum_{k=1}^{m_i} \left\{ \log f(y_i|v_{ik}; \beta, \sigma) + \log f(v_{ik} | \Sigma) \right\}.
\] (8)

Based on the assumption that the observations are independent across subject, the marginal density of \( \log f(y|\eta) \) is approximately

\[
O(\eta|\eta^{(t)}) \approx \sum_{i=1}^{N} O_i(\eta|\eta^{(t)}) \\
\approx \sum_{i=1}^{N} \frac{1}{m_i} \sum_{k=1}^{m_i} \left\{ \log f(y_i|v_{ik}; \beta, \sigma) + \log f(v_{ik} | \Sigma) \right\}.
\] (9)

The Monte Carlo M-step is usually relatively simple as pointed out by McCulloch (1994). The reason is that \( O(\eta|\eta^{(t)}) \) in equation (9) is the sum of a likelihood involving only \( \beta \) and \( \sigma \) in the first term and a second term involving only \( \Sigma \). In the first term, if we let \( \tilde{y}_{ijk} = y_{ij} - z_{ij}^T v_{ik} \), then we may consider \( \tilde{y}_{ijk} \) to be independent, and the maximisation of (9) with respect to \( \beta \) and \( \sigma \) leads to a linear quantile regression with response variable \( \tilde{y}_{ijk} \). The maximisation with respect to \( \Sigma \) can sometimes be written in closed form depending on the distribution of the random effects.

2.3.2 M-step

To obtain the maximum likelihood estimate of the parameter \( \eta \) for the \( \tau \)th quantile function, we propose the following iterative procedure:

**Step 1:** Initialize the parameters \( \eta^{(t)} = (\beta^{(t)}, \sigma^{(t)}, \Sigma^{(t)}) \), set \( t = 0 \) and substitute \( \eta^{(t)} \) in (7);

**Step 2:** For each subject \( i = 1, \ldots, N \), independently draw a sample \( v_i^{(t)} = (v_{i1}^{(t)}, \ldots, v_{im_i}^{(t)}) \) for \( k = 1, \ldots, m_i \), from equation (7) with sample size \( m_i \) by a MCMC sample, e.g. via the Gibbs sampler with the adaptive rejection sampling algorithm (Gilks et al., 1995).

**Step 3:** Solve

\[
\beta^{(t+1)} = \arg \min_{\beta \in B} \sum_{i=1}^{N} \frac{1}{m_i} \sum_{k=1}^{m_i} \sum_{j=1}^{n_i} \rho_\tau(\tilde{y}_{ikj}^{(t)} - x_{ij}^T \beta),
\]
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where $\tilde{y}_{ikj}^{(t)} = y_{ij} - z_{ij}^{T}v_{ik}^{(t)}$. Set

$$\sigma^{(t+1)} = \frac{1}{\sum_{i=1}^{N} n_i m_i} \sum_{i=1}^{N} \sum_{k=1}^{m_i} \sum_{j=1}^{n_i} \rho_{\epsilon}(\tilde{y}_{ikj}^{(t)} - x_{ij}^{T}\beta^{(t+1)})$$

and

$$\Sigma^{(t+1)} = \hat{\Phi}(v_{1}^{(t)}, \ldots, v_{N}^{(t)})$$

where $\hat{\Phi}$ is the maximum likelihood estimate of $\Sigma$, which depends on the distribution of random effects;

**Step 4:** Set $t = t + 1$ and repeat steps 1 – 3 until the parameter $\eta$ achieves convergence.

In step 2, Monte Carlo random samples for random effects are generated by a Gibbs sampler and used to approximate the E-step, and the minimisation problem in step 3 is equivalent to a weighted quantile regression with an offset. Then, at each iteration, $\eta^{(t+1)}$ is the maximum likelihood estimate of $\eta$, given $\eta^{(t)}$. The choice of the Monte Carlo sample size $m_i$ and convergence criteria are important issues in the implementation of the MCEM algorithm. It is well known that the simulation size $m_i$ should be increased with the number of iterations. Several approaches have been proposed to increase the simulation size over iterations. Booth and Hobert (1999) suggested a rule for increasing the number of simulations when the change in the parameter value is swamped by Monte Carlo error, as well as a rule for stopping when the change in the parameter estimates relative to their standard errors is small enough. Instead, Eickhoff et al. (2004) proposed a likelihood-distance-based algorithm, in which the change in the estimated log likelihood over iterations is evaluated, and the algorithm is stopped when such a likelihood distance is less than a certain small number $\delta$ with probability larger than $1 - \epsilon$ (e.g., $\epsilon = 0.05$ or 0.01). We adopt Eickhoff’s algorithm to assess convergence of the MCEM algorithm, since the likelihood at each iteration can be approximated by random samples directly. The final estimated log likelihood can also be used to calculate the AIC to evaluate the model fit.

### 2.4 Confidence Intervals for Parameters

Construction of confidence intervals for the parameters is usually based on the asymptotic normality of the maximum likelihood estimator (MLE). The asymptotic theory for quantile regression is well studied, but the development of convenient inference procedures has been challenging, as the asymptotic covariance matrix of quantile estimates involves the unknown error density function which cannot be
estimated reliably. In our case, the error term has been set to be ALD, and for a given \( \tau \), the mode of ALD is located at the \( \tau \)-th quantile of residuals. Maximizing the likelihood leads to unbiased point estimate, but ALD may not represent the true distribution of error density. At the same time the density function \( f(y|\eta) \) might not be differentiable with respect to \( \eta \). Alternatively, some other methods are available to provide inference for quantile regression with longitudinal data, such as the rank score test proposed by Wang and Fygenson (2009) recently, and the block bootstrap method which has been applied in the works of Buchinsky (1995) and Lipsitz et al. (1997). In this study, we consider the latter method to construct tests and the confidence intervals for \( \beta_\tau \). The bootstrap method has been widely used in applications of quantile regression. To retain the dependent structure in a longitudinal data, independent subjects are assumed and the \( xy \)-pairs from each subject \( \{(y_i, x_i), \text{ for } i = 1, \ldots, N\} \) are treated as basic resampling units and sampled from original data with replacement \( B \) times. The practical question about choosing the number of replications \( B \) was addressed by Andrews and Buchinsky (2000, 2001).

### 2.5 Multivariate Laplace Distribution for Random Effects

In this section we focus on the distribution for the random effects in our model. Random effects in the linear mixed model are typically assumed to follow a multivariate normal distribution, which sometimes is believed to be too restrictive to represent the data and vulnerable to outliers. Multivariate Student’s \( t \) distribution is a classic alternative, which is useful when the data are over dispersed with respect to the normal distribution. Other multivariate distributions with heavier tails than normal may also provide alternatives. Inspired by the robustness property of the Laplace distribution, we consider a multivariate Laplace distribution.

As discussed by Kotz et al. (2001), let \( X \) be a \( q \)-dimensional, zero-mean Gaussian variable with covariance matrix equal to \( \Sigma \), and \( Z \) be a standard exponential variable which is independent of \( X \); then the representation \( Y = mZ + Z^{1/2}X \) is distributed as multivariate Laplace distribution with parameter \( m \) and \( \Sigma \) denoted as \( Y \sim AL_q(m, \Sigma) \), whose density can be expressed as

\[
f(y; m, \Sigma) = \frac{2e^{y^T\Sigma^{-1}m}}{(2\pi)^{q/2} |\Sigma|^{1/2}} \left( \frac{y^T\Sigma^{-1}y}{2 + m^T\Sigma^{-1}m} \right)^{\nu/2} \times K_\nu \left\{ \sqrt{(2 + m^T\Sigma^{-1}m)(y^T\Sigma^{-1}y)} \right\},
\]

where \( m \) is a \( q \)-vector, \( \Sigma \) is a \( q \times q \) covariance matrix, \( \nu = (2 - q)/2 \) and \( K_\nu(u) \) is the modified Bessel function of the third kind which is given by
The density in equation (10) represents a series of skewed multivariate distribution with $E(Y) = m$ and $COV(Y) = \Sigma + mm^T$, in which parameter $m$ controls both location and skewness. For $m = 0$, it simplifies to a symmetric multivariate Laplace distribution which is elliptically contoured. Also, when $q = 1$, equation (10) is another form of asymmetric Laplace distribution discussed by Kozubowski and Nadarajah (2008). Kotz et al. (2001, page 233) showed the heavier tail of symmetric bivariate Laplace distribution relative to a Gaussian bivariate density under same setting of $m$ and $\Sigma$. Because of the availability of the correlation matrix, Lindsey and Lindsey (2006) applied it to model dependence among repeated measurements data. Eltoft et al. (2006) presented a similar symmetric multivariate Laplace distribution with application of speech and image data.

In our quantile mixed-effects model, for a given quantile $\tau$, the random effects are assumed to be distributed around $\beta_\tau$ with zero-mean, so a symmetric multivariate Laplace distribution is adopted for the random effects in model (5) as

$$f(u_i; \Sigma) = \frac{2}{(2\pi)^{q/2} |\Sigma|^{1/2}} \left( \frac{u_i^T \Sigma^{-1} u_i}{2} \right)^{\nu/2} K_\nu \left( \sqrt{2(u_i^T \Sigma^{-1} u_i)} \right).$$

The implementation of this distribution into the MCEM algorithm described in section 2.3 is straightforward, and the modified Bessel function in the likelihood is available in the statistical software R. After generating random sample for random effects $(v_i(1), \ldots, v_i(N))$ in step 2 of the MCEM algorithm, we are able to get the maximum likelihood estimate $\widehat{\Sigma}^{(t+1)}$ by an iterative EM-type approach (Eltoft et al., 2006). Alternatively, by method of moments, we can calculate that $\widehat{\Sigma}^{(t+1)} = \frac{1}{N} \sum_{i=1}^{N} v_i^{(t)} v_i^{(t)T}$ (Kollo and Srivastava, 2004).

### 3 Simulation Study

We evaluate the performance of the proposed quantile mixed-effects model at several quantiles of data under different data-generating scenarios. The probability distributions for the error term are generated from the Normal, the Student’s $T_3$ and the $\chi^2_2$ distribution, and the latter two represent over-dispersed data and skewed data respectively. The probability distributions for the random effects are selected from either the Normal or the $T_3$ distribution, and the correlation among the random effects is set to be zero. Hence there are a total of six combinations of distribution for the error term and the random effects.
We use \( N = 20 \) subjects and \( n_i = n = 20 \), for \( i = 1, \ldots, N \), measurements within each subject. The data are generated by the model

\[
y_{ij} = 1 + 2x_{ij} + u_{0i} + u_{1i}x_{ij} + \epsilon_{ij}, \quad j = 1, \ldots, 20, \quad i = 1, \ldots, 20, \tag{12}
\]

where \( x_{ij} \) is the independent variable generated from a uniform distribution between 0 and 20. The random effects for intercept, \( u_{0i} \), and slope, \( u_{1i} \), and the error term, \( \epsilon_{ij} \), are independently generated and the selected distribution is standardized to have mean zero and variance one.

In each scenario, 1000 simulated data sets are generated, and for each data set, we estimate the fixed regression coefficients \( \beta \) for three different quantile functions, \( \tau = (0.25, 0.50, 0.75) \), by using the proposed model in which a Laplace distribution for error term and a multivariate Laplace distribution for random effects are used to construct the likelihood. For comparison, we also provide the parameters estimated by the linear mixed model (LMM).

Based on 1000 Monte Carlo replications, the bias and variance of the estimators of the fixed regression coefficients, \( \beta_0 \) and \( \beta_1 \), for each quantile \( \tau \) are calculated as

\[
\text{Bias} = \bar{\beta}_l - \beta_l, \\
\text{Variance} = \frac{1}{1000} \sum_{k=1}^{1000} (\hat{\beta}_l^{(k)} - \bar{\beta}_l)^2,
\]

where \( \bar{\beta}_l = \sum_{k=1}^{1000} \hat{\beta}_l^{(k)}/1000 \) and \( \beta_l, l = 0, 1 \) are the quantile-dependent true values of the intercept and slope. According to the data-generating procedure, the true value of \( \beta_0 \) is obtained by adding the \( \tau \)-th quantile value of standardized error distribution to the true intercept value, which is 1 in this simulation study. The true value \( \beta_1 = 2 \) is constant across quantiles.

The left panel of Figure 1 shows the scatter plot of the data from a single simulated data set generated from standardized normal distributions for both the error term and the random effects. The variance of \( y \) increases along with \( x \). First we erroneously treat these as independent data and estimate the slope of \( y \) given \( x \) by classical linear quantile regressions for 9 quantiles, \( \tau = 0.1, 0.2, \ldots, 0.9 \). The estimated slope \( \hat{\beta}_1 \) increases along with \( \tau \) (black dots in right panel). Then we apply the proposed quantile mixed-effects model. The estimates \( \hat{\beta}_1 \) are consistently near the true value (hollow triangles in right panel). This indicates that, for longitudinal data, the dependence within subjects should be accounted for to avoid serious bias in the estimation of quantile regression models.

Table 1 summarizes the results from six scenarios. The fixed regression slope \( \hat{\beta}_1 \) estimated by the proposed quantile mixed-effects model does not vary across
Figure 1: A plot of simulated data generated by normal distributions for both the error term and the random effects (left panel). On the right panel, the black dots indicate the estimated slope of $y$ given $x$ by assuming independent observations at 9 quantiles ($\tau = 0.1, 0.2, \ldots, 0.9$), and the hollow triangles indicate the estimated slope by the proposed quantile mixed-effects model.

quantiles and is consistently around its true value with small bias and variance in all the six scenarios. For the scenarios with symmetric error distributions ($\epsilon \sim \text{Normal}$, $\epsilon \sim T_3$), in which the mean and median are equal, we compare the median mixed-effects model $Q_{0.50}$ with LMM. The two methods showed comparable bias and variance.

The point estimates of the fixed regression intercept $\hat{\beta}_0$ vary the quantiles and capture the location of the different quantiles of the conditional distribution. When the error term is symmetrically distributed ($\epsilon \sim \text{Normal}$, $\epsilon \sim T_3$), the quantile function $Q_{0.50}$ is more efficient (smaller bias and variance) than $Q_{0.75}$ and $Q_{0.25}$. When the error term is $\chi^2_2$ distributed, $\hat{\beta}_0$ is more efficient in the lower quartiles. Efficiency is greater at quantiles that have a higher density of data. The bias of $\hat{\beta}_1$ in $Q_{0.50}$ is similar to that in LMM for the scenarios with symmetric error distributions. The estimator $\hat{\beta}_0$ is slightly more efficient in LMM when the error term is normally distributed, while it is more efficient in $Q_{0.50}$ when the error term follows a $T_3$ distribution. This agrees with the expectation that mean regression outperforms median regression when the error term is normally distributed, and is less efficient when the distribution has heavy tails.

We also fitted the same simulated data with quantile mixed-effects models in
Table 1: Estimates, bias, and variance of $\hat{\beta}_0$ and $\hat{\beta}_1$ for the three quantile functions $Q_{0.25}$, $Q_{0.50}$, and $Q_{0.75}$, and the linear mixed model (LMM) in six simulated scenarios. The results are averaged over 1000 Monte Carlo replications.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\beta}_0$</th>
<th>$\hat{\beta}_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LMM</td>
<td>$Q_{0.25}$</td>
</tr>
<tr>
<td>$\epsilon \sim \text{normal}$</td>
<td>$\mu \sim \text{normal}$</td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>0.996</td>
<td>0.306</td>
</tr>
<tr>
<td>Bias</td>
<td>-0.004</td>
<td>-0.019</td>
</tr>
<tr>
<td>Var</td>
<td>0.059</td>
<td>0.064</td>
</tr>
<tr>
<td>$\epsilon \sim \text{normal}$</td>
<td>$\mu \sim T_3$</td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>1.009</td>
<td>0.317</td>
</tr>
<tr>
<td>Bias</td>
<td>0.009</td>
<td>-0.008</td>
</tr>
<tr>
<td>Var</td>
<td>0.060</td>
<td>0.073</td>
</tr>
<tr>
<td>$\epsilon \sim T_3$</td>
<td>$\mu \sim \text{normal}$</td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>0.998</td>
<td>0.505</td>
</tr>
<tr>
<td>Bias</td>
<td>-0.002</td>
<td>-0.054</td>
</tr>
<tr>
<td>Var</td>
<td>0.058</td>
<td>0.057</td>
</tr>
<tr>
<td>$\epsilon \sim T_3$</td>
<td>$\mu \sim T_3$</td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>1.004</td>
<td>0.513</td>
</tr>
<tr>
<td>Bias</td>
<td>0.004</td>
<td>-0.045</td>
</tr>
<tr>
<td>Var</td>
<td>0.061</td>
<td>0.063</td>
</tr>
<tr>
<td>$\epsilon \sim \chi^2_2$</td>
<td>$\mu \sim \text{normal}$</td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>1.005</td>
<td>0.329</td>
</tr>
<tr>
<td>Bias</td>
<td>0.005</td>
<td>0.041</td>
</tr>
<tr>
<td>Var</td>
<td>0.059</td>
<td>0.053</td>
</tr>
<tr>
<td>$\epsilon \sim \chi^2_2$</td>
<td>$\mu \sim T_3$</td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>0.987</td>
<td>0.313</td>
</tr>
<tr>
<td>Bias</td>
<td>-0.013</td>
<td>0.025</td>
</tr>
<tr>
<td>Var</td>
<td>0.075</td>
<td>0.068</td>
</tr>
</tbody>
</table>
which the density chosen to model the random effects was multivariate normal instead of multivariate Laplace. The results (not shown) were very similar to those in Table 1. In all scenarios considered in our simulation, the choice of the distribution for random effects appears not to be crucial.

4 Real Data Analysis: Labour Pain Data

The labour pain data were reported by Davis (1991) and analysed by Jung (1996), Geraci and Bottai (2007), and He et al. (2003). The data set consists of repeated measurements of self-reported pain in labour on \( N = 83 \) women, of which 43 were randomly assigned to a pain medication group and 40 to a placebo group. The response was measured every 30 minutes on a 100-mm line, where 0 meant no pain and 100 extreme pain. A nearly monotone pattern of missing data was found for the response variable, and the maximum number of measurements for a woman was six. Figure 2 shows the box-plot for these data. The skewness in both placebo and pain medication groups is obvious. The mean response can be modeled by the linear mixed model for this data, but it may not be the best location to represent the data. Instead, the quantile mixed-effects model we proposed will provide a more insightful alternative by fitting the model at different quantiles of data. Like the linear mixed model, our model can handle the imbalance in this data and make use of all available data. The amount of measured pain is bounded between 0 and 100, and the pain score in the placebo group increases very quickly in the first 2 hours and stabilises afterwards. This pattern suggests that a non-linear model may provide a more realistic fit.

Let \( y_{ij} \) be the amount of pain for patient \( i \) at time \( j \), \( R_i \) be the treatment indicator taking on value 0 for placebo and 1 for treatment, and let \( T_{ij} \) be the measurement time divided by 30 minutes and centered at its mean. For \( i = 1, \ldots, 83 \), and \( j = 1, \ldots n_i \), we consider five models.

**Model 1:** Quantile linear regression with no random effects

\[
y_{ij} = x_{ij}^T \beta + \epsilon_{ij}, \quad \text{with } Q_{\epsilon_{ij}}(\tau|x_{ij}) = 0,
\]

where \( x_{ij}^T = (1, T_{ij}, R_i, R_i T_{ij}) \) and \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3)^T \).

**Model 2:** Quantile linear regression with random intercept

\[
y_{ij} = x_{ij}^T \beta + u_0 + \epsilon_{ij}, \quad \text{with } Q_{\epsilon_{ij}}(\tau|x_{ij}, u_0) = 0,
\]

where \( x_{ij}^T = (1, T_{ij}, R_i, R_i T_{ij}) \), \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3)^T \).
Figure 2: Box plot of labor pain score for the placebo (hollow box) and the pain medication (shaded box) groups with the fitted 25%, 50% and 75% quantile functions by Model 5 for the placebo (solid line) and the pain medication (dashed line) groups.

**Model 3:** Quantile linear regression with random intercept and random slope

\[ y_{ij} = x_{ij}^T \beta + z_{ij}^T u_i + \epsilon_{ij}, \text{ with } Q_{\epsilon_{ij}}(\tau | x_{ij}, u_i) = 0, \]

where \( x_{ij}^T = (1, T_{ij}, R_i, R_i T_{ij}) \), \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3)^T \), \( z_{ij}^T = (1, T_{ij}) \) and \( u_i = (u_{0i}, u_{1i})^T \).

**Model 4:** Quantile cubic regression with random intercept and random slope

\[ y_{ij} = x_{ij}^T \beta + z_{ij}^T u_i + \epsilon_{ij}, \text{ with } Q_{\epsilon_{ij}}(\tau | x_{ij}, u_i) = 0, \]

where \( x_{ij}^T = (1, T_{ij}, R_i, R_i T_{ij}, T_{ij}^2, T_{ij}^3, R_i T_{ij}^2, R_i T_{ij}^3) \), \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6, \beta_7)^T \), \( z_{ij}^T = (1, T_{ij}) \) and \( u_i = (u_{0i}, u_{1i})^T \).
Model 5: Quantile logit regression with random effects

\[ y_{ij} = 100 \cdot \frac{e^{x^T_{ij} \beta + z^T_{ij} u_i}}{1 + e^{x^T_{ij} \beta + z^T_{ij} u_i}} + \epsilon_{ij}, \quad \text{with } Q_{\epsilon_{ij}}(\tau|x_{ij}, u_i) = 0, \]

where \( x^T_{ij} = (1, T_{ij}, R_i, R_i T_{ij}) \), \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3)^T \), \( z^T_{ij} = (1, T_{ij}) \) and \( u_i = (u_{0i}, u_{1i})^T \).

Model 1 is the linear quantile regression defined by Koenker and Bassett (1978), in which independence of observations is assumed. Model 2 is the quantile regression applied by Geraci and Bottai (2007), in which the dependence among data is accounted for by a subject-specific random intercept. Model 3, a linear model, and model 4, a cubic polynomial model, both include a random intercept and a random slope for time. Since the outcome variable is bounded between 0 and 100 and the trend is nonlinear, we utilize the logistic function in model 5. Instead of estimating the complicated nonlinear model 5 directly, we make use of a distinctive feature of quantile regression, namely that its inference is “equivariant” to monotone transformation. If we let \( h \) be a monotone function on \( \mathbb{R} \), then for any random variable \( Y \), we have \( Q_\tau\{h(Y)|x\} = h\{Q_\tau(Y)|x\} \), or equivalently, \( Q_\tau(Y|x) = h^{-1}\{Q_\tau(h(Y)|x)\} \). We first apply a logit transformation to the pain score \( y_{ij} \) and define \( y^*_ij = \logit(y_{ij}/100) \). For the logit to be defined, we replace the values 0 and 1 with 0.025 and 0.975, respectively. Then we regress \( y^*_ij \) on the linear model, as in model 3.

In all five models, we assume that the residuals follow the \( ALD(0, \sigma_\epsilon, \tau) \) as defined in section 2.2 and the random effects follow the multivariate Laplace distribution

\[
\begin{bmatrix}
    u_{0i} \\
    u_{1i}
\end{bmatrix}
\sim AL_{q}\left(
\begin{bmatrix}
    0 \\
    0
\end{bmatrix},
\begin{bmatrix}
    \sigma^2_\epsilon & \sigma^2_{u_0u_1} \\
    \sigma^2_{u_0u_1} & \sigma^2_{u_1}
\end{bmatrix}
\right).
\]

We estimate the fixed regression coefficients \( \beta \) and the variance components \((\sigma_\epsilon, \sigma^2_{u_0}, \sigma^2_{u_0u_1}, \sigma^2_{u_1})\) by the MCEM algorithm proposed and provide the standard deviation by the block bootstrap technique with a sample of size \( B = 500 \). For a given \( \tau \), \( AIC \) is calculated as \(-2 \log \hat{L} + 2p\) for model comparison, where \( \log \hat{L} \) is the estimated log likelihood from the MCEM step in section 2.3 and \( p \) is the number of parameters in the model.

Table 2 summarizes the estimated fixed regression coefficients for the three quantile functions \( \tau = (0.25, 0.50, 0.75) \) for all five models. Firstly, we compare the models according to the \( AIC \). Among the linear models (models 1 - 3), model 3, which includes multiple random effects provides the best fit. The non-significant higher power terms in the cubic model 4 do not improve the fit over model 3. The
nonlinear model 5 has fewer parameters than model 4 and provides the best fit of all three quantile functions.

The interpretation of the parameters in model 5 is similar to that in model 3, except that the outcome of model 5 is the transformed pain score. The intercept, $\beta_0$, represents the $\tau$th quantile of the pain score $y_{ij}$ in models 3 or of the logit transformed pain score $y_{ij}^*$ in model 5 for women in the placebo group at mean follow-up time. It's estimate increases along with the quantiles. The coefficient $\beta_2$ represents the difference in logit transformed pain score between the placebo group and the treatment group at the mean time, and such difference is largest in the third quartile. The estimates for the coefficient $\beta_1$ show that the logit transformed pain score significantly increases over time in the placebo group and the rate of change is greater in higher quartile. The rate of change in pain is quite smaller in the medication group. The interaction term $T \times R$ is significant at the 0.05 level in the three quartile functions, which suggests that the treatment is effective. Also, the magnitude of the coefficient associated with $T \times R$ or $\beta_3$ is larger in the higher quantiles ($\tau = 0.5$ and $\tau = 0.75$) of the labour pain score, which indicates that the treatment is more effective when the labour pain is worse. In model 1, the effects of $T$ and $T \times R$ in the third quartile are substantially smaller than in the other two quartiles, but in models 2, 3, and 5, their magnitude is comparable across all quartile functions. model 1 assumes independence of observations, and its inconsistent inference suggests that overlooking the dependence among data in a quantile regression may lead to biased estimation. The fitted curves from model 5 are plotted in Figure 2.

5 Conclusion

In this paper, a likelihood-based quantile regression is proposed for longitudinal data by adopting the asymmetric Laplace distribution for the error term, in which multiple random effects are incorporated into the model to account for the dependence among data. This approach is analogous to the traditional linear mixed model for the mean but allows the estimation at different quantiles of the conditional distribution and hence provides a more robust estimator and offers a more comprehensive understanding of the data. This method is more general than that previously described by Geraci and Bottai (2007) and permits greater flexibility in the analysis of longitudinal data. In addition to longitudinal data, the proposed method can be applied to other types of dependent data, such as cluster, hierarchical, and spatial data. In the simulation study, the proposed quantile mixed-effects regression correctly handles the dependence among longitudinal data and estimates the fixed regression coefficients efficiently. Its observed bias and sampling variance are com-
Table 2: Parameter estimates for the labour pain data for the five different regression models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\hat{Q}_{0.25}(s.d.)$</th>
<th>$\hat{Q}_{0.5}(s.d.)$</th>
<th>$\hat{Q}_{0.75}(s.d.)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>22.35 (2.88)*</td>
<td>46.7 (2.9)*</td>
<td>80.44 (3.03)*</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>11.01 (1.58)*</td>
<td>16.64 (1.31)*</td>
<td>8.37 (1.63)*</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-21.7 (2.95)*</td>
<td>-38.04 (3.34)*</td>
<td>-49.47 (3.91)*</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-10.81 (1.63)*</td>
<td>-15.46 (1.64)*</td>
<td>-4.29 (2.28)*</td>
</tr>
<tr>
<td>AIC</td>
<td>3330.0</td>
<td>3425.4</td>
<td>3545.1</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>36.59 (3.97)*</td>
<td>48.95 (4.33)*</td>
<td>64.43 (4.6)*</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>9.81 (0.92)*</td>
<td>11.23 (1.12)*</td>
<td>12.18 (1.19)*</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-26.85 (5.54)*</td>
<td>-30.76 (5.93)*</td>
<td>-36.58 (6.47)*</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-9.12 (1.03)*</td>
<td>-9.95 (1.28)*</td>
<td>-9.78 (1.42)*</td>
</tr>
<tr>
<td>AIC</td>
<td>2838.9</td>
<td>2894.5</td>
<td>2932.6</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>41.29 (4.1)*</td>
<td>50.25 (4.46)*</td>
<td>59.54 (4.44)*</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>11.09 (1.28)*</td>
<td>11.66 (1.37)*</td>
<td>12.06 (1.4)*</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-29.27 (5.56)*</td>
<td>-31.44 (6.23)*</td>
<td>-32.75 (6.19)*</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-9.06 (1.73)*</td>
<td>-9.67 (1.87)*</td>
<td>-9.55 (1.94)*</td>
</tr>
<tr>
<td>AIC</td>
<td>2574.9</td>
<td>2578.1</td>
<td>2623.3</td>
</tr>
<tr>
<td><strong>Model 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>40.41 (4.16)*</td>
<td>50.08 (4.58)*</td>
<td>58.69 (4.71)*</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>13.76 (1.78)*</td>
<td>13.56 (1.86)*</td>
<td>13.51 (1.92)*</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-29.18 (5.62)*</td>
<td>-32.88 (6.51)*</td>
<td>-34.47 (6.57)*</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-12.51 (2.32)*</td>
<td>-12.45 (2.55)*</td>
<td>-12.25 (2.67)*</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.75 (0.48)</td>
<td>0.67 (0.48)</td>
<td>0.68 (0.47)</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>-0.55 (0.27)</td>
<td>-0.39 (0.27)</td>
<td>-0.3 (0.27)</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>-0.58 (0.58)</td>
<td>-0.18 (0.6)</td>
<td>0.15 (0.6)</td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>0.69 (0.32)</td>
<td>0.58 (0.34)</td>
<td>0.51 (0.35)</td>
</tr>
<tr>
<td>AIC</td>
<td>2576.5</td>
<td>2575.6</td>
<td>2622.4</td>
</tr>
<tr>
<td><strong>Model 5</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>-0.46 (0.28)</td>
<td>0.09 (0.27)</td>
<td>0.64 (0.28)*</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.72 (0.08)*</td>
<td>0.76 (0.09)*</td>
<td>0.77 (0.09)*</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-1.92 (0.39)*</td>
<td>-2.01 (0.37)*</td>
<td>-2.06 (0.38)*</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-0.58 (0.11)*</td>
<td>-0.63 (0.12)*</td>
<td>-0.62 (0.12)*</td>
</tr>
<tr>
<td>AIC</td>
<td>2567.8</td>
<td>2541.5</td>
<td>2579.8</td>
</tr>
</tbody>
</table>

*significant at 5% level.
parable with those of the linear mixed model at the central location when the errors are symmetrically distributed. By fitting a set of quantile functions, the proposed method effectively describes any underlying conditional distribution and provides more efficient estimates than the linear mixed model for the mean when the errors are over-dispersed.

The use of the ALD error permits embedding our model within the likelihood framework. Although fully parametric, the proposed model allows for semi-parametric estimation of the conditional quantiles in that it is valid for any underlying distribution of the regression residual error, provided that the model (4) is correctly specified. The use of the bootstrap further allows for inference that is free of distributional assumptions, as it is illustrated in the simulation study. Inference about conditional quantiles, whether with independent or dependent data, facilitates understanding of the entire conditional distribution of the outcome given the explanatory variables.

The proposed model assumes that the random coefficients are independent of the explanatory variables. This assumption, which also underlies the popular mixed effects regression on the mean, may be valid in our application to labour pain data, where the independent variable is a product of experimental randomization. In general, however, regression models, whether additive or multiplicative, that allow for arbitrary dependence of the random coefficients and explanatory variables, might be preferable while being also more demanding on the size of data sets.

The proposed MCEM algorithm and bootstrap provide convenient solutions for estimation and inference but can be computationally demanding. Computational time increases substantially with the number of subjects. We recommend caution when selecting the likelihood distance $\delta$ in Eickhoff’s algorithm. Too small a value may excessively increase the simulation size and make convergence difficult to achieve.

The asymmetric multivariate Laplace distribution $AL_q(m, \Sigma)$ (Kotz et al., 2001), a thick tailed multivariate distribution, is considered for the random effects for the purpose of robustness. Even though we do not observe substantial gain over the traditional multivariate normal distribution in the simulation study, it is worthwhile to keep considering this distribution and make use of its asymmetric scenarios to cover the skewed random effects distributions. Alternatively, Visk (2009) presented a three-parameter asymmetric multivariate Laplace distribution $AL_q(a, \mu, \Sigma)$ which has separate shift ($a$) and shape ($\mu$) parameters and may be more appealing to accommodate skewed random effects distributions.
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