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Abstract

Bias analysis serves multiple objectives in epidemiologic data analysis. The objectives most often emphasized are quantification of uncertainty due to systematic errors and reduction in overconfidence by specifying hypotheses that compete with the causal hypothesis. A third objective is the utility of bias analysis to identify strategies for new data collection that will be productive in evaluating the validity of an association. The authors illustrate the value of this objective using two examples. The first example examines the value of comprehensive CYP2D6 genotyping in a study of tamoxifen resistance. Tamoxifen is metabolized primarily by CYP2D6 to more active forms. More than thirty polymorphisms in the CYP2D6 gene reduce its function. We genotyped the most prevalent CYP2D6 polymorphism and found a null association between genotype and breast cancer recurrence in a Danish population. One possibility is that incomplete genotyping of the multiple functional polymorphisms introduced non-differential misclassification and biased the association toward the null. We used bias analysis to evaluate the plausibility of this explanation and to guide a decision about devoting study resources toward more comprehensive genotyping of other polymorphisms in the CYP2D6 gene. The second example examines the association between vitamin K antagonist (VKA) therapy and the incidence of 24 site-specific cancers, using heart valve replacement as an instrumental variable. Earlier studies suggested a protective association between VKA anticoagulants and the incidence of cancer. We observed a null-centered distribution of associations, which may be due to non-differential misclassification of VKA therapy by the instrument. We used bias analysis to evaluate whether this misclassification was likely to explain the null-centered distribution of associations and to guide decisions about conducting a more expensive validation study. In the first example, the bias analysis showed that new data collection would be required to resolve the uncertainty, whereas the second example showed that new data collection was unlikely to be a productive use of scarce study resources.
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Introduction

Bias analysis is the process of quantifying the direction, magnitude, and uncertainty of the bias affecting an estimate of association (Greenland and Lash, 2008; Lash et al., 2009a). This process is also sometimes called “sensitivity analysis,” but we prefer to reserve that term to describe the process of varying the assumptions made as part of the bias analysis (i.e., the process of evaluating the sensitivity of the bias analysis results to the underlying assumptions). Several objectives of quantitative bias analysis have been proposed. The most common objective is to obtain an estimate of the direction and magnitude of the bias induced by a source of systematic error (Lash et al., 2009a). A second objective is to reduce the human tendency towards overconfidence in a particular study’s result (Lash et al., 2009a). Quantitative bias analysis requires specification of alternative non-causal explanations for a given association. The act of specifying these non-causal (bias) explanations reduces the tendency towards overconfidence in the causal hypothesis, regardless of the results of the bias analysis (Lash, 2007).

A third objective of bias analysis is to guide new data collection. This objective has been less often emphasized, although it has been implicitly stated throughout the history of bias analysis literature. In 1954, Bross recognized that time and cost factors might require a cruder measure of exposure classification than a more accurate measure (Bross, 1954), and in 1967 he wrote about the utility of methods that distinguish between confounders that could, or could not, plausibly account for a given association (Bross, 1967). Left unsaid was that, in the former case, new data collection would be required to evaluate the role of the potential confounder. This deficiency was shared, for example, by Greenland’s 1996 review of bias analysis methods (Greenland, 1996). By 2008, Greenland and Lash hinted at the value of bias analysis in guiding new data collection, writing that “…comparisons (of alternative assumptions) allow observers to isolate more easily sources of disagreement…helping to move debates beyond qualitative assertions and counterassertions” (Greenland and Lash, 2008). Once again, the destination of the movement beyond “qualitative assertions and counterassertions” was left unsaid, but presumably included new data collection. It was not until 2009 that this objective was explicitly stated (Lash et al., 2009a): “A second utility of bias analysis is as an aid to identifying points of departure in interpretation among stakeholders…(and thereby to) provide guidance for further research.”

The utility of bias analysis in identifying systematic errors that could explain a given result, versus those that could not plausibly explain a given result, has therefore long been understood. Explicit illustrations of this utility have not been previously published to our knowledge. Our aim, therefore, is to provide two
examples of bias analysis used to guide new data collection. In the first example, we conclude that new data collection is required, and in the second example, we conclude that it is not.

Example 1: CYP2D6 function and tamoxifen effectiveness

Motivation

Tamoxifen halves the risk of breast cancer recurrence in non-metastatic patients with estrogen receptor-positive (ER+) tumor cells (2005). While the risk reduction is substantial, some tamoxifen-treated women develop a recurrence and many then die of the disease. Accurate markers of tamoxifen resistant tumors would allow personalization of combined therapies (Riggins et al., 2007), with the goal of preventing these recurrences. Tamoxifen is metabolized mostly by the gene product of CYP2D6 (Stearns et al., 2003; Coller et al., 2002) to secondary metabolites that bind the estrogen receptor 100-fold more readily than tamoxifen itself (Desta et al., 2004), so they are the most important inhibitors of tumor cell growth (Lim et al., 2005). In the past five years, it has been suggested that ER+ breast cancer patients with nonfunctional alleles of CYP2D6 may be poor candidates for adjuvant tamoxifen therapy (Destá and Flockhart, 2007; Jordan, 2007).

To address limitations of earlier research (Lash et al., 2009b), and to provide a precise estimate obtained from a large, well-identified study population, we conducted a study of the association between genetic markers of CYP2D6 inhibition and breast cancer recurrence (Lash et al., 2011) nested in a population-based clinical registry of Danish breast cancer patients (Blichert-Toft et al., 2008). We identified 541 recurrent or contralateral breast cancers among women with estrogen receptor positive (ER+) disease treated with tamoxifen for at least one year and matched one control subject per case patient on ER status, tamoxifen treatment, menopausal status, stage, calendar time, and county. We assessed genetic inhibition by genotyping the most prevalent CYP2D6 knockout allele among Caucasians—CYP2D6*4 (Sachse et al., 1997; Myrand et al., 2008). We estimated the odds ratio associating CYP2D6 inhibition with breast cancer recurrence and adjusted for potential confounding with logistic regression. The adjusted odds ratio associating genetically reduced function (zero or one functional CYP2D6*4 allele, compared with two functional CYP2D6*4 alleles) with breast cancer recurrence equaled 1.1 (95% CI 0.81, 1.4).

Although we expected CYP2D6*4 to be the most prevalent reduced-function allele in our study population, there are more than seventy known genetic mutations in CYP2D6 (http://www.cypalleles.ki.se/cyp2d6.htm), with more than half having some functional consequence. While tamoxifen-treated women with
one or two $CYP2D6^{*4}$ alleles are likely to have reduced concentrations of the most active metabolites (Stearns et al., 2003; Coller et al., 2002; Gjerde et al., 2008; Jin et al., 2005), it is also possible that women with two functional $CYP2D6^{*4}$ alleles may carry other non-functional mutations that reduce the concentration of these metabolites. From a genetic epidemiology perspective, the problem involves non-differential misclassification of metabolizer phenotype because the classification system relies on only one of the alleles with functional consequences. This misclassification, which should be non-differential and independent of other errors, is expected to bias the odds ratio associating reduced $CYP2D6$ function toward the null. In particular, the reference group (two functional $CYP2D6^{*4}$ alleles) is a mix of women with no genetic inhibition of $CYP2D6$ function and women with genetic inhibition of $CYP2D6$ function arising from mutations other than $^{*4}$. The question is whether this misclassification is sufficient to explain our study’s null result.

Other investigators have examined the same question in relation to their study’s results. For example, Schroth et al examined this question in their cohort of breast cancer patients (Schroth et al., 2010). In that study, genotyping only the $CYP2D6^{*4}$ allele categorized 5.5% of the breast cancer patients as poor metabolizers and 33% as intermediate metabolizers, and resulted in a hazard ratio of 1.3 (95% CI 0.48, 3.7) associating reduced $CYP2D6$ function with recurrence. More comprehensive genotyping categorized 8.3% of the patients as poor metabolizers and 54% as intermediate metabolizers, and resulted in a hazard ratio of 2.9 (95% CI 1.4, 6.1). Thompson similarly reported that the hazard ratio in their cohort obtained from limited $CYP2D6$ genotyping equaled 1.3 (95% CI 0.7, 2.2), whereas with comprehensive genotyping it equaled 2.0 (95% CI 1.1, 3.7) (Thompson et al., 2011). In contrast, Abraham et al. reported a hazard ratio of 1.2 (95% CI 0.82, 1.9) based on only the $CYP2D6^{*4}$ allele, which changed to only 1.4 (95% CI 0.84, 2.2) based on comprehensive genotyping (Abraham et al., 2010). It was crucial, therefore, that we determine whether our null result could have been explained by the fact that we genotyped only $CYP2D6^{*4}$.

**Quantitative bias analysis**

To evaluate the potential bias from incomplete information on $CYP2D6$ function, we conducted a quantitative bias analysis (Lash et al., 2009a) informed by classifications based on comprehensive genotyping of the $CYP2D6$ gene in the Schroth study of German breast cancer patients (Schroth et al., 2010) (Table 1). We assume this cohort of breast cancer patients should be genetically similar to the Danish patients included in our case-control study. As shown in the table, we used the Schroth et al. study to estimate the sensitivity and specificity of $CYP2D6$ functional classification based on genotyping only the $CYP2D6^{*4}$ allele, as well
as the positive-predictive value of reduced CYP2D6 function in controls based on genotyping only the CYP2D6*4 allele. We set the prevalence of reduced CYP2D6 function in controls equal to the prevalence observed in the German study population based on the comprehensive genotyping data. For the probabilistic bias analysis, we assigned beta distributions to all of these classification parameters using standard methods ($\alpha=$numerator+1, $\beta=$total–numerator+1) (Lash et al., 2009a) (Figure 1).

Table 1: Cross-tabulation of CYP2D6 function inferred from comprehensive genotyping (rows, the assumed gold-standard) or from only CYP2D6*4 genotype (columns, assumed susceptible to misclassification of function), as reported by Schroth et al. in a cohort of German breast cancer patients (Schroth et al., 2010).

<table>
<thead>
<tr>
<th></th>
<th>$\geq$1 *4 allele (reduced function)</th>
<th>No *4 allele (normal function)</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>reduced function</td>
<td>187</td>
<td>116</td>
<td>303</td>
</tr>
<tr>
<td>normal function</td>
<td>3</td>
<td>186</td>
<td>189</td>
</tr>
<tr>
<td>total</td>
<td>190</td>
<td>302</td>
<td>492</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity ($s$)=$187/303=0.62</th>
<th>PPV controls ($P_{co}$)=$187/190=0.98$†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specificity ($t$)</td>
<td>$186/189=0.98$</td>
<td>NPV controls ($N_{co}$)=$186/302=0.62$</td>
</tr>
<tr>
<td>Prevalence of reduced function in controls ($p_{co}$)</td>
<td>$303/492=0.62$</td>
<td></td>
</tr>
</tbody>
</table>

†PPV does not equal 100% because some women with the *4 allele also carry a highly active form of the CYP2D6 enzyme, which compensates for the loss of function in the *4 allele.

The positive predictive value in cases ($P_{ca}$) and negative predictive value in cases ($N_{ca}$) are functions of sensitivity ($s$), specificity ($t$), and the prevalence of reduced CYP2D6 function in cases ($p_{ca}$):

\[
P_{ca} = \frac{sp_{ca}}{sp_{ca} + (1 - t)(1 - p_{ca})} \\
N_{ca} = \frac{p_{ca}(1 - s) + t(1 - p_{ca})}{p_{ca}(1 - s) + t(1 - p_{ca})}
\]
The prevalence of reduced CYP2D6 function in cases \((p_{ca})\) is a function of the prevalence in controls and the association between reduced function and breast cancer recurrence \((OR)\):

\[
p_{ca} = \frac{e^{\ln p_{co} + \ln OR}}{1 + e^{\ln p_{co} + \ln OR}}
\]

\((2)\)

Figure 1: Beta probability density distributions assigned to the positive predictive value \((P_{co})\) and negative predictive value \((N_{co})\) of CYP2D6 function in controls based on genotyping only the \(CYP2D6^{*4}\) allele, as informed by genotyping data reported by Schroth et al. in a cohort of German breast cancer patients (Schroth et al., 2010).

\(OR\), however, is the parameter that we wished to estimate. We substituted in its place two probability density distributions assigned to \(\ln OR\) (Figure 2). The first (Distribution 1) was a beta distribution with \(\alpha=1.83\) and \(\beta=4.54\) scaled to the interval \(\ln|1|\) to \(\ln|2.77|\). This distribution has minimum \(OR=1\) (null association), maximum \(OR=2.77\) (the strongest association reported in the study of German breast cancer patients (Schroth et al., 2010)), and mode of \(OR=1.22\) (the result of
a recent meta-analysis (Seruga and Amir, 2010) of this topic among Caucasians ($OR=1.22$, 95% CI 0.88, 1.68). The second (Distribution 2) was a lognormal distribution ($\mu=\ln|2.77|$, $\sigma=(\ln|5.89|−\ln|1.31|)/3.92$) based on the result furthest from the null ($HR=2.77$, 95% CI 1.31, 5.89) from among those reported by Schroth et al (Schroth et al., 2010) associating reduced CYP2D6 function inferred from comprehensive \textit{CYP2D6} genotyping with breast cancer recurrence.

Note that $P_{\text{co}}≈P_{\text{pc}}≈1$. Therefore, when a draw from a distribution assigned to $\ln|OR|$ yields $OR>1$—which is required for all draws from Distribution 1 and which is expected for greater than 99.6% of the draws from Distribution 2—a case classified as having normal function based only on having no *4 allele was more likely to be reclassified as truly having reduced function than an analogous control. This relation would tend to increase the modeled prevalence of reduced function more in cases than in controls, resulting in a simulated OR greater than the OR reported above from the conventional analysis. $OR<1$ is given little weight by both distributions, since there is no biologic mechanism by which reduced \textit{CYP2D6} function could prevent breast cancer recurrence.

Figure 2: Probability density distributions assigned to Distribution 1 and Distribution 2; two distributions assigned to the association between reduced \textit{CYP2D6} function and breast cancer recurrence ($\ln OR$). See text for explanations of how the parameters of the distributions were assigned.
With values selected from each of the distributions, we completed a record-level probabilistic bias analysis following established methods (Lash et al., 2009a). The outline for the statistical computing algorithm was as follows.

Let

\[ X=1 \] indicate carrying at least one reduced function \( CYP2D6*4 \) allele,  
\[ X=0 \] indicate carrying no reduced function \( CYP2D6*4 \) allele,  
\[ X^*=1 \] indicate truly reduced \( CYP2D6 \) function,  
\[ X^*=0 \] indicate truly full \( CYP2D6 \) function,  
\[ Y=1 \] indicate recurrence case status, and  
\[ Y=0 \] indicate recurrence case status.

For \( i=1 \) to 100,000

Select \( p_{co,i}, N_{co,i}, p_{ca,i}, s_i, \) and \( t_i \) from their beta distributions

Select \( OR_i \) from its distribution and calculate \( p_{ca,i} \) by equation (2)

Calculate \( P_{ca,i}, N_{ca,i} \) by equation (1)

For \( ii=1 \) to last data record

Select \( u \) from a standard uniform

If \( X_{i,ii}=1 \) and \( Y_{i,ii}=1 \) and \( u>P_{ca,i} \) then \( X^*_{i,ii}=0, \) else \( X^*_{i,ii}=1 \)

Else if \( X_{i,ii}=1 \) and \( Y_{i,ii}=0 \) and \( u>P_{co,i} \) then \( X^*_{i,ii}=0, \) else \( X^*_{i,ii}=1 \)

Else if \( X_{i,ii}=0 \) and \( Y_{i,ii}=1 \) and \( u>N_{ca,i} \) then \( X^*_{i,ii}=1, \) else \( X^*_{i,ii}=0 \)

Else if \( X_{i,ii}=0 \) and \( Y_{i,ii}=0 \) and \( u>N_{co,i} \) then \( X^*_{i,ii}=1, \) else \( X^*_{i,ii}=0 \)

Next ii

Next i

The algorithm yields 100,000 datasets, each with theoretically different subsets of persons who have \( X^* \neq X \). For each dataset, we estimate \( OR_{X^*|Y,i} \) using logistic regression with adjustment for the same set of covariates as in the conventional analysis. We reported the median of these 100,000 estimates as the point estimate for Distribution 1 and Distribution 2, and the 2.5\(^{th}\) and 97.5\(^{th}\) percentiles as the 95% simulation intervals.

**Results and interpretation**

The frequency of the \( CYP2D6*4 \) minor allele was 24\% among recurrent cases and 22\% among controls, which compares well with the minor allele frequency reported in reference populations of Caucasians (Sachse et al., 1997; Myrand et al., 2008). As reported above, the conventional adjusted odds ratio associating genetically reduced function (zero or one functional \( CYP2D6*4 \) allele) with breast cancer recurrence equaled 1.1 (95\% CI 0.81, 1.4). The probabilistic bias analysis model using Distribution 1 yielded a median OR=1.3 (95% simulation interval
0.87, 1.9) and the probabilistic bias analysis model using Distribution 2 yielded a median OR=2.3 (95% simulation interval 1.2, 4.8).

The conventional result (OR=1.1, 95% CI 0.81, 1.4) suggests a null or small association between reduced CYP2D6 function and breast cancer recurrence in ER+ breast cancer patients treated with at least one year of tamoxifen. The near-null association may accurately reflect the true effect, and there are reasonable biologic explanations for why reduced CYP2D6 function may not reduce the clinical effectiveness of this endocrine therapy (Lash et al., 2009b). In this analysis, the women classified as having reduced CYP2D6 function based on carrying at least one *4 allele very likely did have reduced function (i.e., carrying at least one CYP2D6*4 allele has a high positive predictive value of reduced CYP2D6 function). However, some of the women classified as having normal CYP2D6 function based on having no *4 allele very likely did have reduced function. This misclassification problem provides a second explanation for the null result obtained from the conventional analysis.

To evaluate the bias quantitatively, we developed and parameterized the above bias model. The model, however, required an assumption about the very association we were trying to measure, and at least two very reasonable distributions could be assigned to the association. The first distribution, with most of its density nearer the null than the second distribution, yielded a median estimate and simulation interval near the null, and very near the conventional result. As noted above, this result is biologically plausible and consistent with the most current meta analysis (Cronin-Fenton and Lash, 2011); but one must also remember that the studies included in the meta analyses had widely varying comprehensiveness of CYP2D6 genotyping (Cronin-Fenton and Lash, 2011). The second distribution, with most of its density centered on a 2.8-fold risk ratio [as reported in a similar cohort of breast cancer patients (Schroth et al., 2010)], yielded a median estimate and simulation interval near to a doubling of the recurrence risk. Pooled clinical trial results show that tamoxifen reduces the risk of recurrence by about half in trial participants selected without regard to genotype (2005). A two-fold reduction in the effectiveness of tamoxifen therapy among those with genetically inhibited CYP2D6 function is, therefore, also plausible (Cronin-Fenton and Lash, 2011; Lash et al., 2009b). We conclude that the bias analysis cannot reliably evaluate the potential bias, conditional on the accuracy of the bias model, and that further data collection is therefore required. In particular, additional reduced-function alleles of the CYP2D6 gene should be assayed among the original study participants to better categorize those with no CYP2D6*4 allele as having normal or reduced CYP2D6 function.
Example 2: Vitamin K Antagonist therapy and site-specific cancer incidence, using heart valve replacement as an instrumental variable

Motivation

Vitamin K antagonists (VKAs)—such as dicoumarol, warfarin, and phenprocoumon—are oral anticoagulants used since the 1950s (Goodman and Gilman A., 2006) to prevent stroke in patients with replacement heart valves (Goodman and Gilman A., 2006; Katzung, 2004) and for other indications. Studies have suggested that VKA users have a reduced risk of some cancers of the urogenital tract (Schulman and Lindmarker, 2000; Blumentals et al., 2004; Tagalakis et al., 2007; Pengo et al., 2011), but others have reported near null associations overall (Taliani et al., 2003) and at other sites of the urogenital track (Tagalakis et al., 2007). A review concluded that current evidence for an association between VKA therapy and cancer is inconclusive (Pengo et al., 2010).

We therefore conducted a nationwide Danish cohort study of the associations between VKA therapy and the incidence of 24 different cancers. The Danish National Registry of Patients (DNRP) has electronically recorded all surgical procedures since 1977. The Danish National Registry of Medicinal Products, which can provide data directly on VKA prescriptions, only dates to 1995. We capitalized on the longer data collection period of the DNRP to extend follow-up by using heart valve replacement surgery as an instrumental variable (IV) for VKA treatment.

Use of this variable also permits estimation of unconfounded associations between VKA therapy and cancer incidence, assuming the IV conditions are satisfied (Hernan and Robins, 2006). To evaluate these conditions, we constructed a directed acyclic graph (DAG; Figure 3), which depicts the hypothesized relations between heart valve replacement, VKA prescription, and cancer incidence. Assuming that the DAG faithfully depicts the relations, the conditions required for an IV are met because (a) there is no evidence of a causal relation between heart valve replacement and the incidence of any cancer (i.e., no arrow ‘b’ or its equivalent), (b) heart valve replacement requires lifelong VKA therapy (Aurigemma and Gaasch, 2010), and the prevalence of VKA treatment is low in the general population (i.e., there exists a strong causal association depicted by arrow ‘a’), and (c) after matching valve recipients to non-recipients on age and sex, we expect no important uncontrolled common causes of valve replacement and cancer incidence (i.e., no other variables that satisfy the U2 node for any of the site-specific cancers examined (Greenland et al., 1999)). If the IV conditions are met, then bias due to residual confounding of the VKA/cancer associations
(node U1 in Figure 3) is negated, at the expense of non-differential misclassification of VKA exposure by the instrument (Hernan and Robins, 2006; Greenland, 2000).

Figure 3: Directed Acyclic Graph (DAG) depicting the conditions necessary for heart valve replacement to serve as an instrumental variable (Z) for the associations between VKA therapy (X) and site-specific cancer incidence (Y).

We enrolled 9,727 Danish residents who received a replacement heart valve between 1989 and 2006 and matched 95,481 individuals without a history of valve replacement to them on age and sex. We used the heart valve replacement instrument to estimate rate ratios (RR) associating VKA therapy with incidence of the 24 site-specific cancers using Poisson regression models. These instrumental variable associations were plotted according to the inverse normal of rank percentile, and the pattern of associations was consistent with a null-centered Gaussian distribution as depicted by the fact that the fitted line, weighted by the inverse-variance of each association, very nearly intersects the origin (Figure 4). These results do not support the hypothesis that VKA therapy is associated with any reduced site-specific cancer risk. A more detailed description of the methods can be found in the Appendix. A complete description of the methods and results, along with site-specific associations and their intervals, are published elsewhere (Ahern et al., 2011).
Figure 4: Plot of site-specific cancer incidence rate ratios, estimated by using heart valve replacement as an instrumental variable for VKA therapy, according to inverse normal of rank percentile.

It is possible that this result reflects a true null association between VKA therapy and site-specific cancer incidence. It is also possible, though, that the inherent non-differential misclassification of VKA therapy resulting from use of heart valve replacement as an IV has biased the associations toward the null. The question is whether this bias is sufficient to explain our study’s null results, and thereby to have masked a true underlying preventive effect.

**Quantitative bias analysis**

To begin, we conducted a validation substudy among subjects whose residence and index dates fell within the coverage period of county-specific prescription registries. Patients prescribed a VKA must initially pay the entire medication cost. Once paid, the medication is dispensed and the transaction is recorded in the prescription registry. The Danish government subsequently reimburses the patient for a portion of the cost. These registries allowed us to determine whether members of the validation subset (n=24,647) received a VKA prescription during follow-up. This validation study yielded positive predictive values of $P_{oa}=0.96$.
and $P_{co}=0.97$ among persons with and without an incident cancer, respectively, and negative predictive values of $N_{ca}=0.88$ and $N_{co}=0.92$ (Table 2).

Table 2: Stratified cross-tabulation of VKA therapy recorded in the county prescription registries (rows, the assumed gold-standard) versus history of heart valve replacement (columns, the IV assumed susceptible to misclassification of function), in the validation subset (n=24,647).

<table>
<thead>
<tr>
<th>Any cancer</th>
<th>heart valve replacement</th>
<th>no heart valve replacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>VKA</td>
<td>220</td>
<td>223</td>
</tr>
<tr>
<td>no VKA</td>
<td>10</td>
<td>1634</td>
</tr>
<tr>
<td>total</td>
<td>230</td>
<td>1857</td>
</tr>
</tbody>
</table>

PPV cases ($P_{ca}$)=220/230=0.96
NPV cases($N_{ca}$)=1634/1857=0.88

<table>
<thead>
<tr>
<th>No cancer</th>
<th>heart valve replacement</th>
<th>no heart valve replacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>VKA</td>
<td>2240</td>
<td>1704</td>
</tr>
<tr>
<td>no VKA</td>
<td>65</td>
<td>18,551</td>
</tr>
<tr>
<td>total</td>
<td>2305</td>
<td>20,255</td>
</tr>
</tbody>
</table>

PPV non-cases ($P_{co}$)=2240/2305=0.97
NPV non-cases($N_{co}$)=18,551/20,255=0.92

IV analyses commonly use two-stage linear regression to estimate associations. In the first stage, the outcome is regressed on the instrument—as we have done—which yields an unconfounded estimate of the exposure-outcome association that is distorted by misclassification (Brookhart et al., 2006b; Brookhart et al., 2006a). In the second stage, the instrument-outcome association is scaled by the instrument-exposure association, yielding an unconfounded estimate of the exposure-outcome risk difference, adjusted for misclassification of the target exposure (Brookhart et al., 2006b). This approach requires that validation data are available for all subjects, but in our study only about 25% of subjects had data on VKA prescription. We could not, therefore, complete the usual second stage regression to correct for the inherent exposure misclassification with the available validation data.
It would be possible to collect the VKA prescription history by medical record review for many of the 70,834 participants without prescription data recorded in the registry. This task would require visits to general practitioner offices as well as specialty clinics where valve replacement recipients might have been followed and prescribed VKA. Some of these practices and clinics would no longer be in operation. The costs to complete the new data collection would be very high, especially given the doubtful feasibility of collecting adequate data for at least some of subjects by manual chart review. To evaluate whether the effort was worthwhile, we undertook a probabilistic bias analysis.

Estimation of the predictive values (Table 2) enabled us to adjust for misclassification of exposure in the non-validated subset of the cohort, yielding VKA/cancer associations rooted in a larger body of data. To begin, we allowed for uncertainty in the predictive values by assigning beta distributions to each, following the algorithm described above for determining $\alpha$ and $\beta$. Tables for the site-specific cancer associations were arranged according to the example in the top of Table 3. The subscript ‘val’ denotes that the observed cell frequencies arise from the validation subset, in which we assumed that VKA exposure status was correctly classified. Site-specific cancer association data in the non-validation subset were arranged according to the example in the bottom of Table 3, where subscript ‘mis’ denotes that the observed cell frequencies arise from the non-validation subset and are subject to misclassification of VKA exposure by the heart valve replacement proxy variable.

Table 3: Data arrangement for the jth site-specific cancer association with known VKA exposure data in the prescription validation subset.

<table>
<thead>
<tr>
<th>(Validated subset)</th>
<th>VKA +</th>
<th>VKA –</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer cases</td>
<td>$a_{val,j}$</td>
<td>$b_{val,j}$</td>
</tr>
<tr>
<td>Person-years</td>
<td>$PT_{1val,j}$</td>
<td>$PT_{0val,j}$</td>
</tr>
<tr>
<td>(Non-validated subset)</td>
<td>Heart valve +</td>
<td>Heart valve –</td>
</tr>
<tr>
<td>Cancer cases</td>
<td>$a_{mis,j}$</td>
<td>$b_{mis,j}$</td>
</tr>
<tr>
<td>Person-years</td>
<td>$PT_{1mis,j}$</td>
<td>$PT_{0mis,j}$</td>
</tr>
</tbody>
</table>
The outline for the statistical computing algorithm was then as follows. Let

\[ a_{val,j} = \text{number of cancer cases at site } j \text{ among those with documented VKA prescription}, \]
\[ b_{val,j} = \text{number of cancer cases at site } j \text{ among those with no VKA prescription documented in the prescription registry}, \]
\[ PT1_{val,j} = \text{the site-specific person-time at risk for site } j \text{ contributed by those exposed to VKA according to the prescription registry}, \]
\[ PT0_{val,j} = \text{the site-specific person-time at risk for site } j \text{ contributed by those unexposed to VKA according to the prescription registry}, \]
\[ a_{mis,j} = \text{number of cancer cases at site } j \text{ among those with heart valve replacement surgery and not in the validation subset}, \]
\[ b_{mis,j} = \text{number of cancer cases at site } j \text{ among those with no heart valve replacement surgery and not in the validation subset}, \]
\[ PT1_{mis,j} = \text{the site-specific person-time at risk for site } j \text{ contributed by those with heart valve replacement surgery and not in the validation subset}, \]
\[ PT0_{mis,j} = \text{the site-specific person-time at risk for site } j \text{ contributed by those with no heart valve replacement surgery and not in the validation subset}, \]
\[ SE_{RR,j} = \text{the standard error of the natural logarithm of the conventional site-specific incidence rate ratio at site } j \]

For \( i = 1 \) to 100,000

Select \( u_1 \) and \( u_2 \) from the standard uniform with correlation \( r = 0.8 \) (as recommended and discussed elsewhere (Greenland and Lash, 2008))

Select \( u_3 \) and \( u_4 \) from the standard uniform with correlation \( r = 0.8 \)

Select \( P_{ca,i}, P_{co,i}, N_{ca,i}, N_{co,i} \) from their beta distributions using \( u_1 \) to \( u_4 \), respectively

For \( j = 1 \) to 24

Select \( z_{i,j} \) from the standard normal

Calculate site-specific rate ratios as

\[ a_{t,j} = P_{ca,i}a_{mis,j} + \left(1 - N_{ca,i}\right)b_{mis,j} + a_{val,j} \]
\[ b_{t,j} = N_{ca,i}b_{mis,j} + \left(1 - P_{ca,i}\right)a_{mis,j} + b_{val,j} \]
\[ PT1_{t,j} = P_{co,i}PT1_{mis,j} + \left(1 - N_{co,i}\right)PT0_{mis,j} + PT1_{val,j} \]
\[ PT0_{t,j} = N_{co,i}PT0_{mis,j} + \left(1 - P_{co,i}\right)PT1_{mis,j} + PT0_{val,j} \]

\[ RR_{t,j} = e^{\ln \left( \frac{a_{t,j}}{b_{t,j}} \right) \cdot \frac{1}{SE_{RR,j}}} \]

Next \( j \)

Next \( i \)
The $RR_{ij}$ value from each iteration was stored, and the bias analysis routine was iterated until 100,000 estimates were accumulated. Thus, for each site-specific cancer outcome, we generated a distribution of 100,000 misclassification-corrected estimates. We reported the median of each distribution as the point estimate for each association and 2.5th and 97.5th percentiles as the 95% simulation interval.

**Results and interpretation**

Figure 5 shows the plot of the median IRRs and 95% simulation intervals for the site-specific cancer associations according to their inverse normal of rank percentile, after probabilistic misclassification adjustment. The effect of misclassification adjustment was to positively displace the distribution of IRR estimates, as depicted by the fact that the fitted line, weighted by the inverse-variance of each association, intersects the y-axis above the origin. In addition, the misclassification adjustment modestly widened the intervals about the estimated associations. The positive displacement occurred primarily because of the difference in negative predictive value among cases ($N_{co}=0.88$) versus non-cases ($N_{co}=0.92$), which results in cases without history of heart valve replacement being reclassified as exposed to VKA more often than the person-time of persons without history of heart valve replacement being reclassified as exposed to VKA. This difference in predictive values may be artifact, but might also arise from VKA-therapy being prescribed to persons with venous thromboembolism, a condition that often precedes a cancer diagnosis (Prandoni and Piccioli, 2006).

The positive displacement of the distribution of associations following probabilistic bias analysis suggests that the IV results were not biased towards the null from a true underlying protective distribution. Given the generally very high predictive values in the validation study set, and the displacement in a causal rather than protective association observed in the probabilistic bias analysis, we concluded that collecting the medical record review required to increase the completeness of validation data would be a poor use of limited research resources. The distribution of associations between VKA therapy and cancer incidence is likely to be null, and very unlikely to be protective.
Figure 5: Plot of site-specific cancer incidence rate ratios, estimated by probabilistic bias analysis methods.

Discussion

Epidemiologic data collection and analysis often require substantial resources, including financial resources to support data collection, potentially long durations over which the data are collected, and an investment of intellectual effort in the design of the data collection methods and analysis of the collected data. These resources should be expended with care, particularly when the gain in information obtained by expending additional resources is expected to be marginal.

With a particular result in hand, bias analysis allows evaluation of the plausibility of competing explanations for the observed association. One explanation is usually the causal hypothesis, and competing explanations are often sources of systematic error. In both of our examples, non-differential misclassification of the exposure was the systematic error of primary concern. Other types of bias analysis, however, allow evaluation of the potential for any source of systematic error to explain the association as well as of the causal hypothesis, conditional on the validity of the bias model (Greenland and Lash, 2008). When systematic errors provide an equally plausible explanation as the causal hypothesis, new data collection may be well-justified to resolve the competition. When systematic errors do not provide an equally plausible explanation as the causal hypothesis, new data collection may well be avoided, and scarce research resources can then be expended on more productive endeavors.
Appendix (reprinted with permission from the *American Journal of Epidemiology*)

**Study population and data collection**

The source population for this study was the population of Denmark between 1 January 1989 and 31 December 2006. We identified all heart valve replacement surgeries in Denmark during the study period by searching the DNRP for relevant procedure codes. To allow a reasonable induction period, we began follow-up on an index date, defined as the date of valve replacement surgery plus one year. Replacements were for the mitral, aortic, tricuspid, or pulmonic valve, and included biological and artificial valves. We defined each subject’s index date as the date of valve replacement surgery, and excluded any subject with a cancer history before, or within one year after, their index date. This roster comprised our exposed cohort. For each exposed subject we matched up to 10 unexposed subjects from the general population, sampled randomly and without replacement, within strata of birth year and sex. Unexposed subjects were assigned the same index date as their exposed counterparts, and were required to have no history of heart valve replacement or cancer on, or within one year after, that date.

Using each subject’s unique Civil Personal Registry (CPR) number, we searched the Danish Cancer Registry (DCR) for diagnoses of 49 site-specific cancers. We used the DNRP to determine prevalent medical conditions on the index date, corresponding to the Charlson Comorbidity Index (CCI) (Charlson et al., 1987), and to document history of two major indications for VKA therapy, venous thromboembolism and atrial fibrillation.

**Definitions of analytic variables**

Cancers diagnosed during follow-up were identified in the DCR using International Classification of Diseases, 10th edition (ICD-10) codes. The DCR has translated past records, entered under earlier ICD editions, into ICD-10 to standardize case ascertainment. All cancers with five or more cases among valve recipients were considered as separate outcomes, which reduced the number of cancer sites included in the analyses from 49 to 24.

For subjects without a cancer diagnosis, we characterized end of follow-up by linkage with the Danish Civil Registry, which updates residential address and vital status for all Danish residents on a daily basis. Each subject contributed person-time from one year after their index date until the first of (a) cancer diagnosis, (b) emigration from Denmark, (c) death from any cause, or (d) 31 December 2006.
Age was defined as the number of complete years between the birth date and index date. Based on diagnosis history as of the index date, we calculated the Charlson Comorbidity Index according to the published method (Charlson et al., 1987). In addition to the diagnoses included in the CCI, we assessed history of atrial fibrillation, superficial and deep venous thrombosis, and pulmonary embolism using ICD-8 and ICD-10 codes to search the DNRP. We defined a positive history of venous thromboembolism as having been diagnosed with superficial or deep venous thrombosis and/or pulmonary embolism before the index date.

**Instrumental variable analysis**

In our age- and sex-matched cohort, heart valve replacement appears to satisfy the criteria to be an IV for the associations between VKA therapy and site-specific cancer incidence, as described in the manuscript text. IV analyses commonly use two-stage linear regression to estimate associations. In the primary stage, the outcome is regressed on the instrument, yielding an estimate of the exposure-outcome association that is unconfounded but distorted by misclassification (Brookhart et al., 2006a; Brookhart et al., 2006b). In the secondary stage, the instrument-outcome association is scaled by the instrument-exposure association, yielding an unconfounded estimate of the exposure-outcome risk difference, adjusted for misclassification of the target exposure (Brookhart et al., 2006b). This approach requires complete data for both the instrument and the target exposure. In our study, all subjects had data on the instrument (heart valve replacement), but only about 25% of those subjects had data on the target exposure (VKA prescription). Under a traditional two-stage IV analysis framework, we could use our data to estimate theoretically unconfounded instrument-outcome associations. However, because not all subjects had VKA prescription data, we could not implement the secondary regression to correct the inherent exposure misclassification, which provided the motivation for the bias analysis described in the manuscript.

We estimated IRRs and 95% confidence intervals associating heart valve replacement or measured VKA prescription with site-specific cancer incidence in separate Poisson regression models. VKA status was the sole independent variable in each of these models, and the logarithm of person-years at risk served as the offset variable. To accommodate over-dispersion of Poisson parameters, we used generalized estimating equations (GEE), with covariance matrices initially presumed to be exchangeable.
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