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Abstract – The routing of vehicles in complex urban or regional systems is a task that needs to be solved in numerous transportation-oriented applications. This paper describes the process and approaches used for routing algorithm analysis emphasizing transportation planning in interactive web-based planning, analysis and simulation solutions. The objectives of the presented research are to examine existing routing algorithms used for finding the shortest path between the nodes in transport networks and to analyse the implementation possibilities and efficiency of routing algorithms in web-based geographical information systems.
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I. INTRODUCTION

The development progress of private and public transportation networks as well as infrastructure leads to an increase in demand for efficient methods and algorithms to solve the actual tasks and problems of transportation planning and control. Transportation systems are increasingly complex systems incorporating diverse travel modes and services; therefore, the need to integrate and efficiently operate these systems poses a challenge to planners and operators [1]. By using new technologies and applications, as well as development assistance and evaluation tools prior to field implementation in transportation systems, it is possible to find a solution to this complex problem area.

One of the actual tasks that needs to be solved in numerous transportation-oriented applications is the routing of vehicles or persons. The basic concept of routing algorithms is to model the specific problem in a suitable graph and to compute the shortest path to solve it. While it is simple to come up with an algorithm that just solves the problem, it is much more difficult to engineer an efficient routing algorithm.

This paper describes the process and approaches used for routing algorithm analysis emphasizing transportation planning in interactive web-based planning, analysis and simulation solutions. The objectives of the presented research are to examine existing routing algorithms used for finding the shortest path between the nodes in transport networks and to analyse the implementation possibilities and efficiency of routing algorithms in web-based geographical information systems.

II. ROUTING ALGORITHMS FOR TRANSPORTATION PLANNING

A. Classification of Routing Algorithms

Based on the graph theory, multiple routing algorithms can be used for solving the shortest path problem. This paper focuses on four well-known methods classified as the shortest path algorithms [2]:

- Dijkstra;
- Bellman–Ford;
- Floyd–Warshall;
- A* (A star).

The existing shortest path algorithms have different structure, functionality and working principles depending on the used graph types, edge directions, edge weights, graph density and other parameters. Some algorithm functionalities are overlapping in the case when they are derived from the same base algorithm. For example, the A* algorithm is an extended version of Dijkstra, adding possibility to use heuristics to determine the order of node searching [3]. The Bellman–Ford [4] and Floyd–Warshall [5], [6] algorithms are used to compute all possible paths in the graph. This functionality can be used in the so-called graph pre-processing. However, the searching of all possible paths requires more computational resources than single path searching does. This aspect is considered when algorithms are compared in the analysis carried out in this study.

The research presented in this paper focuses on the analysis of the necessary computational resources – time and memory – needed for algorithms to find the shortest path in diverse contextual situations. The theoretical behaviour of each algorithm can be calculated using the big O notation [7]. This gives only the worst- and best-case scenario results using graph size measurements. In transportation planning, the route properties between sources and destinations can change multiple times as the route passes through dense regions like cities and through highways that are considered scattered regions. Therefore, the analysis results of routing algorithms using real-life geographical data may significantly differ from the theoretically estimated results.

B. Hierarchical Routing Algorithms

Transport networks can be modelled as graphs consisting of nodes and edges connecting the nodes [8]. Large scale routing is a complex task that requires considerable amount of computation using graph data structures. A specific graph functionality is required to achieve effective routing, for example, a procedure is there needed that searches the graph for connected nodes in relation to a single entry node. As the graph density grows, the number of edges between nodes increases and, therefore, the shortest path search requires more computational resources. The following list gives an overview of two possible graph data processing and storage approaches:

- A graph is pre-processed and later used in a real-time application; usually the information is stored in the
random access memory (RAM). In such a case, routing is fast but the data processing capabilities are limited by the available system resources.

- A set of nodes and vertices are stored in a graph-supported database. Large size graph data can be easily stored and retrieved. However, routing is slower and is limited by the existing database system resources and restrictions.

Additional research of hierarchical information storage methods was conducted by the authors of the paper to find performance improvements for a routing system. Two routing capable hierarchical graph methods were analysed – Transit Node Routing [9] and Contraction Hierarchies [10].

Transit Node Routing is based on the method of Highway Hierarchies. In the road network, graph routes that lead to other places are there identified. These routes act as connection points for less active roads. By using such a route separation method, multiple road layers can be identified. The main highways are located in a top layer, which provides routes between cities. Going deeper in the hierarchy, smaller routes are stored that provide information about city streets. This method greatly decreases the graph size and reduces the amount of computation needed for finding the shortest path in large-scale graphs.

As an alternative to the Transit Node Routing, there is the Hierarchical Contraction method. This method contracts graph nodes together, therefore, reducing the total node and edge count. As a result of contraction, shortcuts between nodes are created, but the calculated shortest path value is still available. The increase in overall system performance can be observed when the shortest path algorithms are executed on contracted graphs.

To achieve a lower level of computation time and resource usage when searching for the shortest paths, in graph-based data structures the data pre-processing is required. One of the shortcomings of graph pre-processing is the necessity to use static geographical data. The existing systems are not capable of working with dynamic data. However, to support computationally effective transportation planning it is required that routing systems provide the latest actual road information.

III. SUITABILITY ANALYSIS OF ROUTING ALGORITHMS

The theoretical analysis of routing algorithm execution times does not fully provide information about the algorithm suitability for transportation planning using real-life data. While building graphs using cartographic information, several special use cases can be examined. In cities and around them, graph vertices are located relatively dense and there are multiple edges between two single nodes. On the other hand, rural area vertices are scattered and fewer edges can be there identified. The observations for suitability analysis were made by the authors of the paper by constructing a road graph using publicly available data of Latvia’s territory.

C. Analysis Model

This paper focuses on the routing algorithms for application in web-based cartographic transportation planning systems.

Since such systems require the processing of a large amount of data, the execution time is one of the most essential indicators. Execution time provides information about the time required for an algorithm to find the shortest path. Time parameter can also be used to measure the complexity of a graph structure – the more nodes and edges exist in a graph, the more time is required for its construction. For obtaining valid results, the algorithm execution and graph construction are separated processes.

Such routing algorithms as Floyd–Warshall calculate all the possible routes in a graph and store this information in a matrix format. The Dijkstra algorithm calculates the single shortest path between two nodes. To compare routing algorithms, it is necessary that all possible routes are calculated with each of the analysed algorithms. The information about the shortest paths is stored in a unified data structure – matrix. Calculation of all shortest paths provides more accurate analysis information about algorithm suitability for pre-processing operations.

Routing algorithms use edge values (costs) between vertices to determine the shortest path. In this analysis, edge values represent the distance between nodes calculated using the Haversine equation [7]:

\[ \text{haversin} \ d \ r = \text{haversin} \ \phi_2 - \phi_1 + \cos \phi_1 \ \cos \phi_2 \ \times \ \text{haversin} \ \lambda_2 - \lambda_1 \]  

(1)

where

- \( \text{haversin} \) is the haversine function:

\[ \text{haversin} \ \theta = \sin^2 \ \theta / 2 = 1 - \cos \ \theta \]  

(2)

- \( d \) is the distance between two nodes;
- \( r \) is the radius of the world;
- \( \phi_1, \phi_2 \) is the latitude of point 1 and point 2;
- \( \lambda_1, \lambda_2 \) is the longitude of point 1 and point 2.

For correct suitability analysis of routing algorithms, multiple graph scenarios should be tested. For this task, two experimental environments are created: the first one is the road network graph using all available Latvia’s road information and the second one is random structure graphs using geographical data of Latvia’s cities. A graph containing road and city graph elements of Latvia is shown in Fig. 1.

Fig. 1. Latvia’s road and city map
OpenStreetMap [11], open source geospatial web database containing data of territory of Latvia, was used to construct routing algorithm analysis models. The database consists of more than 4 million records. The information about 76 cities is extracted to construct random structure graphs, and 119590 nodes and 112600 edges are used in the construction of road network graph based scenarios. The database is stored in the PostgreSQL database management system using spatial extension PostGIS.

Analysis models were created with the programming language Java and open source graph library JGraphT [12]. This library supports the creation of graph data structures and implementation of built-in Dijkstra, Bellman–Ford and Floyd-Warshall routing algorithms. However, a few additional changes were introduced to this library:

- the calculated shortest path routes were stored in a matrix data structure to use the same data storage format across all algorithms;
- the library did not provide A* algorithm implementation; therefore, a custom implementation of A* algorithm was created and added to the JGraphT library.

The graph model analysis process consists of two phases - initializing or graph constructing and routing or searching for the shortest path. In each phase, the memory consumption and time consumption are calculated and then stored for further analysis.

In the first experimental environment, Latvia’s road network graph model is used to determine and compare real-life route accuracy against other cartographic routing system results. The graph construction takes most of the time because all information should be extracted from the database and stored in a temporary real time data structure. Routing takes then least of the time when all routes are calculated and stored in a matrix after the search for the first route.

In the second experimental environment, cities are used as random graph nodes and edges between them are determined in a random order. 100-degree levels of graph density are used, where the value of 100 means the densest graph (all nodes are mutually connected) and 1 means the most scattered graph (only a few edges exist). In each density level, 100 random graphs are constructed and all shortest paths are determined. The computational resource estimation and graph parameter results are then stored for each graph for the further analysis.

All routing modes are tested on a computer system with Intel Core i7-3970X 3.5GHz CPU, 32GB RAM and Windows 8 OS.

D. Analysis Results

Results of a random structure graph represent algorithm performance in the cases of different graph densities. 100 density degrees are tested, where density is calculated by dividing the sum of vertex edges by the total vertex count. 10000 shortest paths between all graph nodes were calculated using previously described routing algorithms. Additionally, the diameter of each graph was calculated. The diameter is the longest possible path between two nodes. Figure Fig. 2 shows the relation of the graph diameter to the graph size.

The results show that by decreasing the edge count between nodes, the diameter size increases, but such a tendency does not apply to all graphs. As the edge count decreases, more nodes become disconnected from the graph and, therefore, the graph diameter decreases. In Table I, the average computation results across different density levels can be seen.

The A* algorithm uses heuristics to find the shortest paths. In this paper, edge heuristic values are calculated based on the node edge count. The more edges are connected to a node, the higher the probability that a path going through this node will lead to the resulting node.

In the first analysis scenario, routing algorithms were tested for finding the single shortest path based on a random node selection. The average computation time can be seen in Fig. Fig. 4.

<table>
<thead>
<tr>
<th>Density degree</th>
<th>Average density</th>
<th>Max shortest paths</th>
<th>Creation time, ms</th>
<th>Memory usage, MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>37.5</td>
<td>2850</td>
<td>199.56</td>
<td>679.89</td>
</tr>
<tr>
<td>5</td>
<td>7.80</td>
<td>2850</td>
<td>27.87</td>
<td>52.986</td>
</tr>
<tr>
<td>25</td>
<td>1.82</td>
<td>2775</td>
<td>22.35</td>
<td>7.054</td>
</tr>
<tr>
<td>50</td>
<td>0.76</td>
<td>1187</td>
<td>21.21</td>
<td>10.933</td>
</tr>
<tr>
<td>100</td>
<td>0.33</td>
<td>38</td>
<td>20.76</td>
<td>4.725</td>
</tr>
</tbody>
</table>

In the first analysis scenario, routing algorithms were tested for finding the single shortest path based on a random node selection. The average computation time can be seen in Fig. Fig. 4.

![Graph diameter range across multiple densities](image)

**Fig. 2. Graph diameter range across multiple densities**

**TABLE I**

**RANDOM GRAPH COMPUTATION RESULTS**

![Computation times required for the search of all the shortest paths](image)

**Fig. 3. Computation times required for the search of all the shortest paths**
The Floyd–Warshall algorithm requires time between 3 to 8 milliseconds to find the shortest path. The Bellman–Ford algorithm calculates all the possible shortest paths from the starting node and the time required for such an operation is comparable to Dijkstra and A* algorithms. In a few occasions this algorithm shows even faster results than other algorithms. All algorithms except the Floyd–Warshall one show search time in the range of 0.5 milliseconds. As the graph becomes more scattered, the algorithm execution time, as well as the possible count of roads decreases. In addition, the difference between execution times becomes insignificant.

Also, the analysis routing algorithms were tested by finding all the shortest paths based on a random node selection. In each situation, a new graph was generated because all results should be stored in matrices when the first search was completed. The model was designed in such a way that the algorithms would use the shortest path data stored in a matrix rather than recalculating data each time. The Floyd–Warshall algorithm is specially designed for such situations and shows the fastest execution time. In fact, it shows the shortest execution time in comparison with other algorithms that can be clearly seen in Fig. 3. The A* algorithm requires the longest time to find all the shortest paths. This is associated with a fact that this algorithm requires additional computation of a heuristic value for each graph edge.

As the graph density decreases, the algorithm execution time also decreases. When the node to the edge ratio becomes less than 1.0, execution times become similar for all algorithms. These results show that for a scattered or small graph the algorithm execution times are similar and they all are equally suitable for routing purposes. These results also show that Floyd–Warshall algorithms are better suited for data pre-processing of large graphs. Analysis results of the existing Latvia’s road network graph represent the overall routing behaviour in large scale graphs based on static geographical information. Unlike random graph-based tests, the routing algorithms on the existing road network are executed only after the graph construction. The test graph consists of 119590 nodes and 112600 edges with density ratio of 0.94. The average graph construction time was 426.47 seconds. Despite the large number of nodes and edges, all the calculations of shortest paths provided the same results.

In all shortest path searching cases, the Dijkstra algorithm showed the fastest execution time. In this analysis no pre-processing of paths was made, therefore the Floyd-Warshall algorithm showed the slowest execution time as it required computing around 7 billion different paths. The results showed that if the target nodes were located more closely, A* algorithm would have shown better results than the Bellman–Ford one, but it still would have required more computation time than the Dijkstra algorithm because additional heuristic calculations would be required.

The retrieved shortest paths between cities in a road graph were compared to other cartographic web routing systems – Google Maps and Bing Maps. The Dijkstra routing algorithm was used for the path comparison. No additional heuristics were calculated, only the graph edge directions were identified. In some routes, the difference between other routing systems was only 0.02%, but in some cases it was even 24.97%. These results characterize the data accuracy of the open source geographical road database OpenStreetMap in different places in the territory of Latvia.

IV. WEB-BASED TRANSPORTATION ROUTING SOFTWARE PROTOTYPE

For better understanding of routing algorithm suitability in advanced transportation planning information systems, a routing software prototype was developed. The main functions of the developed prototype are:

- digital geographical data rendering into visual vector-based images;
- geographical information presentation in a cross-platform environment;
- usage of previously analysed routing algorithms for shortest path calculations;
- visualization of transportation routes on the top of cartographical base information.

E. Geographical Information Visualization

The research presented in this paper uses OpenStreetMap geographical data of Latvia’s territory. The analysis of the performed algorithm proved that the existing data was accurate and could be compared to other existing geographical information system (GIS) data.

The prototype uses PostgreSQL database for storage of the geographical data extracted from the OpenStreetMap using osm2pgsql utility program. The database was installed on a separate virtual Ubuntu 12.04 server. The data contains more than 4 million geographical points converted in the WGS-84 coordinate reference system.

To easily understandable geographical data representation, an additional data styling was needed for visualization purposes. The TileMill software was used for data visualization and styling. This program uses Cascading Style Sheets (CSS) language to create vector-based images. After creating a multi-layer map, this software provides an option for data export in specific mbtiles format specifically designed for storage of a large number of image tiles.
A decision was made to store map tiles in the Mapbox geographical cloud platform.

The transportation routing prototype was built using modern web browser technologies. For map tile serving and route representing, the open source Javascript based library Leaflet was used. This library provides built-in functionality that detects the coordinates the user tries to use, and this information together with the Mapbox platform APIs makes it possible to serve exactly the necessary tiles. Leaflet also provides a multi-layer architecture that allows putting in additional information on the top of the base map.

The prototype allows the user to choose two Latvia’s cities and then determine and visualize the shortest path between them using the previously analysed routing algorithms. As described previously, a network graph of Latvia’s roads and cities using geographical data was constructed and stored on a separate virtual server. An additional functionality for the prototype was also implemented to enable city detection in the graph structure. The shortest paths were computed using the Dijkstra algorithm as it required the smallest number of computation resources. The communication between a web browser and the routing application server was performed using HTML5 web socket technology. The shortest path was returned to the browser as a set of coordinates in web-supported GeoJSON format displayed on the top of a geographical map. A graphical example of the shortest path between such two cities as Riga and Liepaja using a routing prototype can be seen in Fig. Fig. 5.

![Fig. 5. The shortest path between Riga and Liepaja](image)

### F. Prototype Testing

During the testing process, the transportation routing software prototype was compared to other existing cartographic routing solutions. The road network graph analysis that was previously described already showed path length calculation results similar to the results of other systems. However, this information did not provide a specific visual insight into roads used for the shortest path determination. The prototype provides visual confirmation that in most cases the resulting roads are very similar but as Fig. Error! Reference source not found. shows in some cases they are different.

This can be explained by the lack of detailed information about algorithms used in the compared routing solutions.

The prototype testing also revealed that geographical information used in route construction was not precise at city road cross-points. As Fig. Fig. 7 shows, some corners that are crossed result in a shorter path than it actually is. These mistakes should be further corrected if such information is essential in navigation systems.

The developed transportation routing software prototype allows not only for better understanding of routing algorithm suitability in real-life situations but also for visualizing algorithm execution results. Visualization provides additional information about geographical data usage, errors and actual road data used in the shortest paths.

### V. CONCLUSION

In the presented research, routing algorithm suitability was analysed in the context of transportation planning. Different kinds of real-life scenarios using real geographical data were observed and results were comparatively analysed. From the results gathered and analysed in the current research, the following main conclusions can be drawn:

- The existing routing algorithms provide different performance results in dense and scattered environments. In dense environments, the Bellman–Ford algorithm shows the fastest execution time during the searching process of single shortest path, but in scattered situations – the Dijkstra’s algorithm requires the least amount of computation time.
- The road data pre-processing requires more resources during a graph construction phase, but can greatly decrease the shortest path search time. Hierarchical routing algorithms can decrease search time from milliseconds to microseconds. The Floyd–Warshall algorithm shows the fastest pre-processing time in all possible determination scenarios of the shortest path.
- The Dijkstra algorithm without specific heuristic data shows results similar to other existing routing solutions. In some situations, the difference between routing results was only 0.02%.
Для лучшей реализации для web-базированной транспортной системы была разработана прототипная версия. Проанализированы результаты, полученные на основе использования различных алгоритмов оптимизации. Рассматривались алгоритмы кратчайших путей, а также алгоритмы оптимизации маршрутов с учетом различных ограничений. Важными факторами являются стоимость транспорта и время поездки. Были проведены тесты на различных сценариях. В результате проведенных исследований были получены данные, которые использовались для оптимизации маршрутов. 

Важным вопросом является определение эффективности различных алгоритмов оптимизации маршрутов. Были проведены тесты на различных сценариях. В результате проведенных исследований были получены данные, которые использовались для оптимизации маршрутов. Важными факторами являются стоимость транспорта и время поездки. Были проведены тесты на различных сценариях. В результате проведенных исследований были получены данные, которые использовались для оптимизации маршрутов.