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Abstract: Nuclear disasters have severe and far-reaching consequences. Emergency managers and first responders from utility owners to local, state, and federal civil authorities and the Department of Defense (DoD) must be well prepared in order to rapidly mitigate the disaster and protect the public and environment from spreading damage. Given the high risks, modeling and simulation (M&S) plays a significant role in planning and training for the spectrum of derivate scenarios. Existing reactor models are largely legacy, stove-piped designs lacking interoperability between themselves and other M&S tools for emergency preparedness system evaluation and training. Unmanned systems present a growing area of technology promising significant improvement in response and mitigation. To bridge the gap between current and future models, we propose a conceptual model (CM) for integrating live, virtual, and constructive (LVC) models with nuclear disaster and mitigation models utilizing a system-of-systems (SoS) approach. The CM offers to synergistically enhance current reactor and dispersion simulations with intervening avatar and agent simulations. The SoS approach advances life cycle stages including concept exploration, system design, engineering, training, and mission rehearsal. Component subsystems of the CM are described along with an explanation of input/output requirements. A notional implementation is described. Finally, applications to analysis and training, an evaluation of the CM based on recently proposed criteria found in the literature, and suggestions for future research are discussed.
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1 Introduction

Nuclear power generating facilities are designed with extensive redundant safety measures. While the probability of a nuclear disaster is extremely low, rare events may quickly lead to a disaster with the scale of Fukushima or even Chernobyl (OPA 2013a,b; TEPCO 2013; NRC 2014a,b; DOE 2015). One hundred thirty five domestic nuclear reactors (NRC 2015b) and over 500 nuclear reactors operating or under construction worldwide (WNA 2015) multiplies the possibility of a widespread disaster – whether originating from human error, design flaw, external earthquake, tsunami, hurricane storm surge, et cetera. Despite the extensive onsite nuclear facility safety systems and personnel training, efforts to mitigate the effects of a rare event disaster may extend offsite to the utility company, pooled utility response centers, local, state, and federal government agencies, military organizations such as the Joint Task Force Civil Support (JTF-CS) (JTF-CS 2015b) and resources from other nations. Given the high risks of radiation to human life, modeling and simulation (M&S) may play a significant role in planning and training of offsite responders to potential disaster scenarios. Complicating preparedness of offsite responders is the lack of interoperability between legacy, stove-pipe nuclear reactor simulations and live, virtual, and constructive (LVC) simulations often used in planning and training. To bridge the lack of interoperability, we propose a system-of-systems (SoS) conceptual model (CM) for integrating LVC simulations into a framework containing nuclear reactor and radiation dispersion models.

The three most publicized and possibly worst nuclear power plant disasters are Three Mile Island, Chernobyl and Fukushima Dai-ichi. Chernobyl nuclear disaster breached site containment and spread radiation contaminants across Europe (OPA 2013a; UNSCEAR 2000). Fukushima Dai-ichi nuclear plant design and safety operations addressed likely earthquakes and tsunamis. Despite these site precautions, the unprecedented March 11, 2011 earthquake created a chain of events that resulted in a rare nuclear disaster. The initial earthquake left the reactors undamaged but damaged offsite power delivery systems. The damaged offsite power systems caused the entire plant to transfer over to onsite diesel generators. Fifty min later the tsunami struck. The height of the tsunami overtopped the seawall, and flooded the generators and the onsite backup batteries. With the
total loss of power, the inability to monitor and maintain cooling eventually led to partial core meltdowns in reactors 1–3 (TEPCO 2013). With this series of rare events, the Fukushima Dai-ichi nuclear disaster breached local defenses and spread radiation contaminants in the air across a large area of Japan (UNSCEAR 2014) and spread radiation contaminants through Pacific ocean currents (UNSCEAR 2014) reaching measurable radiation levels in the western United States (EPA 2011). Subsequent to the disaster the United States Nuclear Regulatory Commission (NRC) issued “Recommendations for Enhancing Reactor Safety in the 21st Century: The Near-Term Task Force Review of Insights from the Fukushima Dai-ichi Accident” and reiterated their Defense-in-Depth philosophy. Defense-in-Depth weaves together onsite and off-site responders and offers “protection from design-basis natural phenomena, mitigation of the consequences of accidents, and EP [Emergency Preparedness]” (Miller et al. 2011).

Offsite manned helicopters are popular choices for disaster response and mitigation efforts due to their flexibility and responsiveness. At Three Mile Island helicopters sampled atmospheric radioactivity above the plant within hours after the event began (OPA 2013b). At Chernobyl Soviet military helicopters dumped, at times by hand, sand and boron directly onto the fire, molten core, and contaminated reactor debris (OPA 2013a). At Fukushima, Japan Self-Defense Force (JDSF) helicopters and crews attempted to stop core meltdown by dumping fresh water into evaporating spent fuel rod cooling pools (NRC 2012).

In each of these passed cases manned helicopters put the aircrews at significant risk. At Three Mile Island, radiation levels exposed helicopters and crews contracted by the utility company to unknown risk during sampling missions. At Chernobyl, helicopter crews from the Soviet military passed through the highly radioactive plume of super-heated gas rising from the fire resulting in many deaths (Johnson 2006). Additionally, four crewmembers of a Soviet helicopter were killed when their aircraft struck crane cables near the reactor and fell from the sky (Pripyat.com 2006). At Fukushima Dai-ichi, JDSF helicopter response and mitigation efforts were quickly abandoned out of fear of aircrew radiation exposure. Illustrating the succession of response from utility through civil authorities to defense resources and importance of defense in depth, helicopters in two of these three incidents, Chernobyl and Fukushima, were owned and operated by the militaries of their respective nations and in the third the utility owner contracted the helicopter (OPA 2013b).

Given the increasing need to improve crisis management processes (Deverell 2012) and the costly and far reaching consequences of potential future nuclear reactor disasters, governing agencies must investigate innovative strategies or alternative technologies to respond to crises and limit the scale of subsequent damage. To achieve the President’s National Preparedness Goal (DHS 2015),
utility, local, state, federal, and military first responders must plan and train with these new technologies to rapidly and effectively integrate them into the five mission areas of emergency management within the National Preparedness System (FEMA 2014) as shown in Figure 1. “Modeling and simulation techniques can help address many of the challenges brought forth by the need for incident management” and “their usefulness increases exponentially with incident size” (Jain and McLean 2006). As reported by Van Niekerk et al. (2015), the application of simulation to emergency management exercises is well established in the literature. Further, simulation-based acquisition (Zittel 2001; Proctor et al. 2003) and system design and engineering (Brantley et al. 2002) may enable safe and cost effective exploration of the contribution and possible acquisition of these new unmanned technologies for nuclear disaster response, mitigation, and recovery.

In order to leverage M&S to achieve NRC goals, a CM of the mission space is necessary. A CM is the basis for modeling behavior of individual components and their interactions within a federation. A “federation” is a group of simulations each with the ability to operate independently but interoperate concurrently to accomplish missions. A federate is a simulation within the federation. Concurrent interoperation requires effective communications. Mutually agreed upon federation common language, communications network and related protocols enable communications and concurrent interoperation. Protocols or “systems of rules for governance” encompass language, hardware, and software standards used to form and transmit data between the models, simulations, and systems participating in the simulation scenario. Specificity of meaning and context of language may be explicitly or implicitly governed by protocols but applied within the context of the federation scope. The scope of the federation is determined by the scope of shared purpose agreed to by the federates.

Figure 1: Mission Integration within the National Preparedness System (FEMA 2014).
2 Unmanned Systems and the Impact on Nuclear Disaster M&S

Unmanned systems, M&S, and LVC simulation federations are well known to nuclear disaster emergency managers and response planners.

In future disasters use of technology-based unmanned systems instead of manned systems may eliminate aircrew risks, expand the operational envelope of the aircraft increasing the potential for mission success, support many nuclear power generating facilities from one location, extend mission time and increase resilience to radioactive, high heat environments when compared to existing manned solutions. Unlike humans, unmanned systems may be dispensable. Unmanned aerial vehicles "(UAVs) are used for missions that are ‘dull, dirty, and dangerous’” presenting “a high risk factor for pilots” (van Blyenburgh 2000). At Chernobyl remotely operated vehicles removed highly radioactive debris from a rooftop (Johnson 2006). Currently Fukushima Dai-ichi, Tokyo Electric Power Company (TEPCO) uses a variety of ground and submersible systems to assist in recovery within the reactor buildings (Oikawa 2015). UAVs are rapidly being adopted through systems engineering for disaster response agencies (Tomaszewski et al. 2015). Engineering and technology advances in unmanned system now allow rotary-wing missions previously manned to be accomplished using rotary-wing unmanned aerial systems (RUAS) (Saggiani and Teodorani 2004; Farradyne 2005; UTM 2007; Bernard et al. 2008; McGonigle et al. 2008; Alexis et al. 2009; Marconi et al. 2012; Mase 2013). Unmanned systems include aerial systems, submersible unmanned systems (Oikawa 2015), maritime unmanned surface vehicle (USV) technology (Campbell et al. 2014; Sharma et al. 2014; Svec et al. 2014) and ground based systems that may “walk” like a person or animal (Hsu 11/2014; Oikawa 2015). Given the proximity of many nuclear reactor sites to large bodies of water, the implementation of USVs in disaster response planning is a natural fit. Notionally the employment of new technologies offer potential new opportunities to not just recover from a nuclear event but respond, mitigate effects and protect the surrounding area by containing the scale and scope of a nuclear reactor disaster.

M&S is widely used within NRC partnering institutions. NRC in partnership with Sandia National Laboratory maintains several dispersion, dosing, and severe accident reactor models. These models are all specialized to produce high fidelity predictions of very specific components of fuel and reactor behavior, accident progression, radionuclide transport, and dosing and some do so with fairly fast run times (NRC 2015a). Literature on operations research, nuclear power plants, nuclear reactor accidents and simulation is vast with (Saggiani and Teodorani
2004; Farradyne 2005; Bernard et al. 2008; McGonigle et al. 2008; Peräjärvi et al. 2008; Alexis et al. 2009; Flint et al. 2009; Girault et al. 2010; Ianovskyy and Kreimer 2011; Alver et al. 2012; Marconi et al. 2012; Towler et al. 2012; Ai-Omari et al. 2013; Chaimatanan et al. 2013; Mase 2013, 2015; Holden and Dickerson 2013; Liu et al. 2014; MacFarlane et al. 2014; Ouyang et al. 2014; Hu et al. 2015; Sheng et al. 2015; Wang et al. 2015b) being but a few examples. Many of these works utilize simulation techniques, due in part to the complex nature of UAS and their environmental interactions and the difficulty in analytically evaluating real-world systems (Law and Kelton 2000). A generalized framework for simulation based analysis exists for UAS (Perhinschi et al. 2010) and unmanned systems (Flint et al. 2009; Liu et al. 2014). Beyond those maintained by NRC and Sandia, M&S are available for both reactor thermohydraulics modeling (Wang et al. 2005; Wang et al. 2015b) and material dispersion modeling. Also outside NRC, M&S has a long history in DoD that may support nuclear disaster mitigation scenarios (Hollenbach and Alexander 1997). Hazard Prediction and Assessment Capability (HPAC) is a widely used tool (Chang et al. 2005; Platt et al. 2014; Hanna and Chang 2015; Singh et al. 2015) licensed by the Defense Threat Reduction Agency. HPAC “assists in emergency response to hazardous agent releases. Its fast running, physics-based algorithms enable users to model and predict hazard areas and human collateral effects in minutes. HPAC provides the capability to accurately predict the effects of HAZMAT [Hazardous Material] releases into the atmosphere and their impact on civilian and military populations” (DoD 2013). Heffelfinger et al. (2013) provide a thorough treatment of the military role in domestic Chemical, Biological, Radiological, Nuclear, and High Explosive (CBRNE) incident response. “Bringing together the myriad of capabilities of the military forces in a seamless response is a daunting task.” Realistic training is integral to successful CBRNE response and simulation federations plays a key role in this training (Heffelfinger et al. 2013).

LVC simulation federations are widely used by the military for such training (Hodson and Hill 2014) using several different interoperability protocols. Example interoperability protocols include: distributed interactive simulation (DIS), high level architecture (HLA), and test and training enabling architecture (TENA). In addition to training and mission rehearsal, the resultant simulation federation may support concept development, analysis, test and evaluation, and system development life cycle phases. As in past system developments, M&S will be key to successful integration of unmanned systems into nuclear disaster response plans (INNG 2015).

Simulation federations that closely parallel area-wide nuclear disaster scenarios possibly faced by emergency response personnel include the US Army Dugway Proving Ground’s Chemical-Biological Simulation Suite (CBSS). CBSS “is
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A set of distributed simulation software tools designed to represent all aspects of CB [Chemical Biological] defense on the tactical battlefield.” It computes transport and dispersion using high fidelity vapor, terrain, and weather models and delivers output to other federates via its Chemical/Biological Synthetic Natural Environment (Baker 2012). The CBSS is used to:

– Develop effective CB defense materiel
– Evaluate tactics, techniques, and procedures (TTP)
– Provide constructive testing over a wide range of terrain, weather, and delivery conditions
– Provide broad scenario-based training
– Support live sensor testing at Dugway (Baker 2012)

Another DoD example is the Naval Air Warfare Center Training Systems Division’s (NAWCTSD) Chemical Biological Radiological Nuclear Explosive Tactical Training System that focuses on maintaining situational awareness of ground forces within a CBRNE environment (NAWCTSD 2014). There are also other dispersion models at various levels of fidelity and interoperability (Hill 2003).

Figure 2 illustrates the current state of simulation interoperability. As indicated by the dashed lines, there are very limited existing capability to integrate data from and provide input to current dispersion and reactor models from broader, large audience, LVC federations (Lee 2002; WSC 2012; Baker 2012; NAWCTSD 2014). Future designs require more complex, responsive, and interoperable solutions to support future planning and training for disaster response, especially as the use of modern avatars and agents grows.

3 System of Systems Conceptual Model for Improved Nuclear Disaster Emergency Preparedness, Response and Mitigation

The 2011 DHS/NIST Workshop on Homeland Security Modeling & Simulation identified as needing to be addressed were “use of a system-of-systems (SoS) engineering approach to the development of applications” and “integration of hazardous material release models and simulations with other simulation and training applications, e.g. incident management systems” (Sugiyama 2011). Hodson and Hill (2014), “[Conceptual modeling] is almost certainly the most important aspect of a simulation project” and is widely discussed in the literature (Hamilton 2006; Özhan et al. 2008; Robinson 2008a,b; Robinson 2010; Gaffney and Vincent 2011; Graniela and Proctor 2012; Sokolowski et al. 2012;
Çelik et al. 2013; Hodson et al. 2014; Morris et al. 2014; Ünal and Topçu 2014). Our CM approach incorporates legacy models and the notional federation shown in Figure 2 within the context of SoS. Maier describes a SoS as: (1) Components have valid, fulfillable purposes independent of the larger system, and (2) components are managed in view of their own objectives rather than the objectives of the larger system (Maier 1998). Rainey and Tolk distinguish SoS as: “SoS are distinguished from other systems by formation from independently operated and managed components” (Jones 2015). A SoS improves management, planning, response, and mitigation in a fashion similar to other recent approaches (Liang et al. 2015; Stephens et al. 2015). A SoS approach elicits aggregate system behavior known as emergence (Fisher 2006). Emergent behavior may have beneficial or detrimental effects (Jones 2015). Emergent behavior enables a clearer understanding of the true utility of unmanned systems within nuclear disaster response.

The flexibility offered by a SoS CM approach is especially pertinent given the findings of Adalja et al. (2015), who report incident managers find current exercises “unrealistic” or “antiquated”.

Figure 2: Current Level of Simulation Interoperability Among Potential Nuclear Disaster Emergency Preparedness, Response and Mitigation Federates.
A notional CM integrating unmanned systems into nuclear disaster emergency management planning is shown in Figure 3. The creation of a CM includes identification of an experimental frame where the importance and relationships of basic components are identified from a SoS perspective (Jones 2015). The expanse of tasks to which unmanned systems may be applied in future nuclear disasters and spectrum of alternative technologies is yet to be determined. To limit research scope, this article focuses on the manned helicopter water delivery mission at Fukushima as a notional illustration of unmanned systems employment during nuclear disaster response. While other tasks may exist, the Fukushima Dai-ichi actual helicopter tasking evolved avoiding a nuclear meltdown by maintaining sufficient water levels in the spent fuel pool (SFP) of Reactor 4. A thorough treatment of the timeline and situation evolution is available from several sources (Miller et al. 2011; ANS 2012; WNA 2012; TEPCO 2013). As a representative case for interoperable M&S, the task at Reactor 4 was to deliver helicopter slung load water from above to the exposed SFP.

4 Component Analysis of the Conceptual Model

This section expands on components highlighted in Figure 3 from a SoS perspective as applied to the SFP scenario.

Framing the real world problem as a SoS where many complex subsystems interoperate within the larger system leads naturally to a conceptualization of

![Figure 3: Notional Conceptual Model.](image-url)
the problem in simulation as a composition of interoperating models, each of which simulates the behavior of smaller subsystems of the overarching system. Currently replicating the Fukushima Dai-ichi scenario using existing models and simulations would involve extensive and time consuming hand coding to achieve interoperation.

For the purpose of SoS component design given the SFP scenario as representative of any number of missions, the SFP is assumed to be in a radiated environment and potentially a source of radiation itself. The general SFP mission is to replenish and then maintain water level and temperature within the SFP above and below (respectively) NUREG-1738 thresholds. These thresholds are related to the depth of the water above the top of the fuel rods housed in the SFP and the water temperature’s associated evaporation/boil rate. In our example, mission success occurs when the water level and temperature in the SFP are within operating parameters of normal operations. Mission failure occurs when outside threshold boundaries. NUREG-1738 states “The end state … was an SFP water level 3 feet above the top of the fuel. This simplified end state was used because recovery below this level, given failure to recover before reaching this level, was judged to be unlikely given the significant radiation field in and around the SFP at lowered water levels” (Collins and Hubbard 2001). Maintaining SFP temperatures via various water delivery methods whether by way of RUAS or other unmanned systems may be representative of a SoS in future nuclear disaster scenario. M&S of these scenarios would illuminate issues and possible solutions arising from this very complex task within a dangerous nuclear environment with multiple factors affecting the effectiveness and efficiency of any responding unmanned systems deployed to mitigate or recover from the disaster.

Components within the M&S of a nuclear disaster and referent sub-systems include:

- The reactor and SFP thermohydraulics
- The RUAS or unmanned system of interest within a chosen scenario
- Agents including the ground control station and maintenance/refuel site for the RUAS including the fresh water source
- Radionuclide dispersion to the environment
- Atmospherics – weather, wind, etc. at and around the reactor site

In addition to these real-world systems that interact in the SoS, there are additional sub-systems that should be accounted for in the simulated SoS:

- A communication control module – interoperability standard ensuring module-to-module communication (DIS protocol, HLA RTI, TENA, etc.)
- A scenario management module
- A data logging module
Following the development process developed by Zeigler et al. (2000) and outlined by Rainey and Tolk (Jones 2015), the CM below can be used to develop a software specific instance of a simulation model. Each of these is represented in an expanded view of the CM in Figure 4 and explained in detail in the following paragraphs.

**Dynamic Terrain Services** – Considering each module from left to right, traditionally, terrain begins as a static environment selected by Federation members as an area of interest. United States Geological Survey provides a source of validated elevation post, surface imagery, and terrain surface feature data through its openly accessible Earth Explorer site (USGS 2016). Advances in computing capability enable terrain that influences agents and avatar ability to accurately navigate and progress across different terrain types (Graniela and Proctor 2012), generate in real time physics-based terrain modifications due to underlying disruptive impulses (Rami and Proctor 2007), and implement dynamic terrain techniques in large scale exercises (Ellis et al. 2010). The disruption of movement of ground vehicles justifies an independent representation within the illustrated CM as seen in Figure 4.

**RUAS Avatar** – RUAS may avoid issues such as flooding, roadway or bridge collapse, and obstacles that confront unmanned ground systems. RUAS may be represented in a simulation as a pre-scripted agent or as a human operator avatar. Proctor and Paulo (1996) established as far back as 1996 that agent representation in synthetic environments often operate significantly different than live opera-
tors in the real environments. Avatars facilitate live humans remotely operating unmanned systems in a simulation thus avoiding many anomalies generated by pre-scripted agents. Avatars require a human interface comparable to the real world interface. Further, in RUAS avatar scenario expected research and training challenges of interest also include team situational awareness (Proctor et al. 2004), field of view of individual pilot/co-pilot (Covelli et al. 2010), and unique to this research, flight crew controlling slings, lifts, cranes, and scoops. The RUAS would also need to include shielding of electronics and sensors from radiation and heat.

**Agents** – Most entities, while important, may not be central to the focus of a scenario and can therefore be represented by agents with varying levels of artificial intelligence. Notionally, a model within the RUAS scenario could represent the RUAS’s Ground Control Station and its operators as well as the maintenance and refuel facilities and personnel. All the other personnel and activities involved in the response and mitigation efforts are represented here as well. If an RUAS agent is to be created, consideration is be given not only to the obvious need for accuracy of the internal logic of the agent, but “correlated” sensor models that “evolve with... radiant energy, environmental effects, and sensor technology” across the electromagnetic spectrum with a simulation federation (Proctor and Connors 2000).

**Atmospherics** – Atmospherics is a key component in determining radionuclide dispersion, thus a separate module is dedicated to handling its accurate representation (Platt et al. 2014; Singh et al. 2015; Hanna and Chang 2015). Atmospherics, particularly turbulence, may adversely impact helicopter pilot performance with increased weight with respect to the velocity and altitude parameters of the helicopter (Proctor et al. 2007). Robust analytical and training capability necessitates this module offer users various weather generation techniques, so user definition of weather is another input stream.

**Scenario Management** – In order for analysis or training to occur, initial conditions must be set, operating parameters established, and an end state identified. These parameters are notionally bounded by the experimental frame and derived from the experimental design in the case of analysis and from the training objectives in the case of training. While these parameters are initially expressed in data formats oriented to human understanding (tables, figures, plain text), they must be delivered to the simulated SoS in a machine digestible format (Ünal and Topçu 2014; Holden and Dickerson 2013). This module monitors the simulation during execution to ensure all participating sub-systems, or federates, are abiding by the established operating parameters.
Data Logging – To achieve the end goal of optimizing RUAS implementation or evaluating trainee performance, system behavior must be tracked and logged for post-scenario evaluation. This module is similar to after action review tools present in many DoD training simulations (Meliza et al. 2007; Green et al. 2011; Sawyer and Deering 2013) and such a tool could notionally be applied to an implementation of our CM to accomplish this task. Data Logging facilitates circumspect analysis and effective post-training debrief.

Reactor and SFP Thermohydraulics – This module is representative of a high fidelity model of the nuclear physics and thermodynamics taking place in and around the reactor and the SFP. The actual nuclear reactions as well as the heat transfer processes taking place in many areas near the reactor including within the SFP where our scenario is focused are highly complex and critical to accurate analysis of unmanned systems capability to mitigate source term release. Therefore, a model specifically built for predicting severe accident behavior is highly desirable. Several alternatives exist to include MELCOR, SCDAP/RELAP5, and MAAP (Wang et al. 2005; Polo-Labarrios and Espinosa-Paredes 2015).

Dispersion – High fidelity representation of dispersion of radionuclides to the surrounding environment is the primary concern with any nuclear disaster. Alternatives for dispersion and dose rates for personnel operating within affected areas as well as radionuclide deposit on structures and vehicles traveling through affected areas include HPAC, RASCAL, ALOHA, AUSTOX, AUSPLUME, and CBSS (Hill 2003; Baker 2012; NRC 2015a).

Common Language, Communications Network and Related Protocols – Federation agreed upon common language, communications network and related protocols are widely used by M&S communities to achieve the desired level of interoperability between simulation systems. DIS, HLA, and TENA are three such standards, and detailed descriptions of each are available from several sources (IEEE 2010, 2012; Jones 2015; TRMC 2015). Interoperability and composability are foundations to M&S over the last 15 years (Kasputis and Ng 2000; Davis and Anderson 2004; Yilmaz 2004; Davis and Tolk 2007). Interoperability is critical to proper SoS function (Jones 2015) but interoperability is a spectrum and enhanced SoS performance comes as the degree of interoperability between the sub-systems increases (Tolk and Muguira 2003).

Table 1 below summarizes component purpose and sample input/output message requirements. Descriptions of input/output message requirements indicate the general data flow from component to component. Detailed content of message traffic is far too great to describe herein.
<table>
<thead>
<tr>
<th>Area</th>
<th>Purpose</th>
<th>Sample Input/Output Message Requirements and Flow</th>
</tr>
</thead>
</table>
| Dynamic terrain server       | Provide change to terrain, surface features, and/or structural features residing in database or “map” of the area where the scenario will take place                                                                 | Input: initial database; subsequent disruptive pulses to the database  
Output: terrain, surface, and/or structural feature changes to include changes in surface elevation posts, water levels, model characteristics and images |
| RUAS avatar                   | This is the simulator responsible for modeling RUAS behavior, flight dynamics and interaction with the simulated environment                                                                                | Input: dynamic Terrain, Atmospheric, Radiation level, Command and Control messages.  
Output: event reports, Entity State (e.g. speed, height, direction), Load status; sensor data messages |
| Agents (GCS, MX, other entities) | Responsible for modeling all other “agents” in the simulation: RUAS ground control station and maintenance, other responders, casualties, etc                                                                 | Input: event reports, Atmospherics, Load status, sensor data  
Self-generated: Agent activities  
Output: C&C messages, ground control status |
| Atmospherics (WX, etc.)       | High fidelity weather models provide accurate environmental conditions for radionuclide dispersion and flight models                                                                                    | Input: initial atmospheric settings and list of atmospheric events.  
Output: state of atmosphere (e.g. wind, rain, visibility, etc) |
| Scenario Mgmt.               | Overall scenario initialization, approval of participants, scenario management, approval of events, and control of activities ensuring evaluation or training objectives are met | Input: request for scenario participant from avatars and agents.  
Output: area of interest and approval of participants. Disruptive pulses to database (e.g. earthquake location, magnitude);  
atmospheric event list |
| Data logging/after action review | Collect all data created and transmitted by models during the scenario enabling post analysis                                                                                                          | Input: all network message traffic, video capture  
Output: scenario message traffic re-play |
<table>
<thead>
<tr>
<th>Area</th>
<th>Purpose</th>
<th>Sample Input/Output Message Requirements and Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactor/SFP thermohydraulics</td>
<td>Provides scenario appropriate modeling of reactor and SFP physics</td>
<td>Input: atmospheric data, direct actions from other entities (e.g. volume of water delivered to the SFP by the RUAS entity) Output: current SFP data – evaporation rate, water level, water temp, etc</td>
</tr>
<tr>
<td>Dispersion model(suite)</td>
<td>High fidelity dispersion model or suite of models provides radionuclide dispersion simulation for use by other models and training audience</td>
<td>Input: source term mass and generation rate, atmospheric data, terrain changes Output: current radionuclide density at each cell of the terrain</td>
</tr>
<tr>
<td>Common language and related protocols</td>
<td>Language, definitions, and governance for message content within the context of a given federation mission space</td>
<td>Input: message content based on Federation standard. Output: properly formatted and contextually accurate messages</td>
</tr>
<tr>
<td>Communications network and related protocols</td>
<td>Hardware, software and communication protocols enabling participants to send and receive messages peer-to-peer, multi-cast, or broadcast.</td>
<td>Input: federation message traffic Output: correctly routed and timely message</td>
</tr>
</tbody>
</table>
5 LVC Simulation Framework

Identifying simulation tools or suites able to support the CM in Figure 4 is a major task of a federation. Tailoring a simulation federation that addresses various organizational and agency needs generated by utility operator, local and state government, NRC, and FEMA requirements to conduct evaluated exercises every 2 years (NRC 2011) may likely involve writing software interfaces. Figure 5 below illustrates a notional implementation of CM within the framework of an HLA simulation federation. Software interfaces to HLA are not shown in the figure. Federations thus composed may be useful to the community because of their potential enhancement of nuclear power plant emergency preparedness plans as well their alignment with DoD interest in unmanned systems and the JTF-CS tasking to support civil authorities responding to CBRNE incidents and the training requirements associated with both (JTF-CS 2015b). Specific objectives, available resources, and security constraints of individual users are the major drivers in specific model selection.

For illustrative purposes, a commercial-off-the-shelf software package called STAGE from Presagis Modeling & Simulation Suite 15 (Presagis 2015b) is validated for UAV and agent modeling and is already HLA compliant. STAGE is shown in Figure 5 providing the agent, scenario management, and data logging functionality identified as needed in Figure 4. Further using validated United States Geological Survey elevation, imagery, and feature data, Presagis Terra Vista generates the starting terrain and surface features while the Presagis Dynamic Terrain Server modifies the terrain in response to disruptive impulses such as an earthquake. Finally, illustrated in Figure 5, the HLA-compliant HeliSim (Presagis 2015a) models RUAS functionality.

![Figure 5: Notional LVC Simulation Framework as a HLA Federation.](image-url)
Continuing for illustrative purposes, high fidelity modeling of reactor thermohydraulics is a key component of the overall accuracy of RUAS water re-supply to the SFP. Sandia National Lab’s MELCOR model is extensively tested, verified, and widely use in the literature (Wang et al. 2005; Darnowski et al. 2015; Fernandez-Moguel 2015; Fernandez-Moguel and Birchley 2015; Polo-Labarrios and Espinosa-Paredes 2015; Sevón 2015; Wang et al. 2015a,b). Figure 5 indicates MELCOR providing Figure 4 Reactor/SFP functionality. MELCOR is not real-time and not HLA compliant. A software interface to HLA would be required and procedures to deal with non-real time data interoperating with real time data determined (McLean et al. 2004).

Illustrated in Figure 5, the Hazard Prediction and Assessment Capability (HPAC) provides radiation dispersion functionality. HPAC also includes an integrated weather model capable of ingesting real time data or pulling from historical databases (DoD 2013). Like MELCOR and confirming the current paradigm illustrated in Figure 2, HPAC is not HLA compliant (Lee 2002). So despite being able to run very fast analysis, HPAC requires additional software and procedures for integrating it into an HLA federation.

Analysis of existing RUAS likely to be adapted for SFP water delivery tasks is a logical follow-on. Output data from the SFP model is critical to RUAS operations and may provide a convenient set of response variables for RUAS analysis. Optimal system behavior is achieved when SFP water level and temperature are within normal operating range and in our case from (Collins and Hubbard 2001). These form the boundaries of our response variable. Initial conditions and inputs to each of the modules are treatment and noise variables. Standard experimental design practices can now be applied to map the capability envelope for a variety of RUAS platforms on a range of initial conditions and operating environments providing insight for optimal RUAS design or employment strategies. But as Hodson and Hill note, experimental design within a federation of simulations is not a trivial endeavor and very little work has been done in this area (Hodson and Hill 2014).

6 Applications and Future Research

Response to a nuclear disaster is a large, complex and time critical endeavor (Johnson 2006; TEPCO 2013; JTF-CS 2015a). Recent changes to the policies and regulations regarding emergency preparedness made by NRC (NRC 2011) and the establishment of a new regulatory body in Japan (Japan 2012) highlight the level of effort required to properly prepare for emergency response. The CM presented
above may enable modeling, simulation and analysis of various unmanned system interventions into nuclear disaster emergency preparedness, response, and mitigation. For nuclear disasters that breach site defenses, unmanned systems solutions promise significant planning advantages over past expedient, high-risk, and marginally effective solutions. NRC also tests the validity of such plans through exercises and training on a regular basis (NRC 2014c). The discussion above highlights one potential RUAS intervention capability through a scenario actually experienced at Fukushima Dai-ichi. More importantly the RUAS example illustrates a SoS approach that is applicable to the entire spectrum of unmanned systems both present and in the future.

In terms of disaster response, the inherent extensibility of our SoS CM, like other M&S approaches to incident management, offers several advantages including, but not limited to:

– Projecting incident impact
– Testing emergency response plans
– Training response personnel
– Cost savings over live exercises
– Strategy exploration/war-gaming
– Long range resource planning
– Force lay-down evaluation

(Jain and McLean 2006)

Additionally, constructing a LVC simulation framework from a CM using the SoS approach may require software interfaces for selected simulation but addresses incident management issues identified by McLean et al. that are applicable to the fore mentioned nuclear disaster scenarios.:

– Appropriate representation of the selected scenario
– Heterogeneous simulation integration
– Time synchronization
– Run-time execution control
– Support for large multi-agency exercises
– Heterogeneous data server access
– Reusability

(McLean et al. 2007)

Future areas for research include instantiating and analyzing an interacting suite of simulation models based on the proposed CM. The RUAS example above is but one of many possible unmanned system instantiations that may be considered. One major advantage of constructing analysis tools as systems of simulation systems is the inherent extensibility to other applications it provides. Modifying
a given simulation for analysis of other types of unmanned systems performing the same or different tasks within the nuclear disaster response environment is relatively straightforward and significantly increases knowledge regarding the emergent behavior of unmanned systems in complex environments.

While complete simulation and federation composability has proven too lofty a goal (Kasputis and Ng 2000; Davis and Anderson 2004; Proctor and Gerber 2004), degrees of composability within simulations and federations are achievable (Tolk et al. 2007; Hodson and Hill 2014; Petty et al. 2014). Composable simulation systems are extensible to other applications and the logical extension of this work is training of nuclear response teams. Simulation is already being used in training these first responders (INNG 2015), but just as emergent behavior occurs within the simulation system, new emergent behaviors will occur when a new tool is introduced into the integrated response team. Large scale, fully integrated training scenarios give planners and leaders knowledge of how their entire team will respond when a new tool is introduced. The CM proposed here is a first step toward the integration of incident management simulations and response technology simulations called for by Jain and McLean: “The goal is to have a number of interoperable M&S tools available together with an ability to select and integrate the appropriate tools based on the situation at hand, and to create a simulated representation of the situation using data available in standard formats and structures” (Jain and McLean 2006). Further research is required to achieve this goal.
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