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Abstract: Nowadays, nature--inspired metaheuristic algorithms are most powerful optimizing algorithms for solving the NP--complete problems. This paper proposes three approaches to find near--optimal Golomb ruler sequences based on nature--inspired algorithms in a reasonable time. The optimal Golomb ruler (OGR) sequences found their application in channel--allocation method that allows suppression of the crosstalk due to four--wave mixing in optical wavelength division multiplexing systems. The simulation results conclude that the proposed nature--inspired metaheuristic optimization algorithms are superior to the existing conventional and nature--inspired algorithms to find near--OGRs in terms of ruler length, total optical channel bandwidth, computation time, and computational complexity. Based on the simulation results, the performance of proposed different nature--inspired metaheuristic algorithms are being compared by using statistical tests. The statistical test results conclude the superiority of the proposed nature--inspired optimization algorithms.
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1 Introduction

There exists a rich collection of nonlinear optical effects [1–9] in optical wavelength division multiplexing (WDM) systems, each of which manifests itself in a unique way. Out of these nonlinearities, the four--wave mixing (FWM) crosstalk signal is the major dominant noise effects in optical WDM systems employing equal channel spacing (ECS). FWM is a third--order nonlinear optical effect in which two or more wavelengths (or frequencies) combine and produce several mixing products. For uniformly spaced WDM channels, the generated FWM product terms fall onto other active channels in the band, causing inter--channel crosstalk. The performance can be substantially improved if FWM crosstalk generation at the channel frequencies is prevented. The efficiency of FWM depends on the channel spacing and fiber dispersion. If the frequency separation of any two channels of an optical WDM system is different from that of any other pair of channels, no FWM crosstalk signals will be generated at any of the channel frequencies [1–9].
To suppress the crosstalk due to FWM signals in optical WDM systems, several unequally spaced channel allocation (USCA) algorithms have been proposed in the literatures [1, 10–16]. However, the algorithms [1, 10–16] have the drawback of increased optical bandwidth requirement compared to the equally spaced channel allocation (ESCA). This paper proposes an unequally spaced optical bandwidth channel allocation algorithm by taking into consideration the concept of near–OGR sequences [7, 17–19] to suppress FWM crosstalk in optical WDM systems.

Studies have been shown that Golomb rulers represent a class of NP–complete [20] problems. For higher order marks, the exhaustive computer search [21, 22] for such problems is difficult. In the literatures [21–26], there are numerous algorithms to tackle the Golomb ruler problem. To date, no efficient algorithm is known for finding the shortest length ruler. The realization of nature–inspired metaheuristic optimization algorithms such as Memetic approach [26], Tabu search (TS) [26], Genetic algorithms (GAs) [27–30] and its hybridizations (HGA) [29], Biogeography based optimization (BBO) [30–32], Big bang–Big crunch (BB–BC) [33–36], Firefly algorithm (FA) [36–38], and hybrid evolutionary (HE) algorithms [38] in finding relatively good solutions to such NP–complete problems, provide a good starting point for algorithms of finding near–OGRs. Therefore, nature–inspired algorithms seem to be very effective solutions for such NP–complete problems. This paper proposes the application of three recent nature–inspired algorithms, namely Bat inspired algorithm (BA), Cuckoo search algorithm (CSA), Flower pollination algorithm (FPA) and their modified forms to find either optimal or near–optimal Golomb rulers in a reasonable time and their performance compared with the existing conventional and nature–inspired based algorithms to find near–OGRs.

The structure of this paper is organized as follows: Section 2 presents the concept of Golomb rulers and its background. A brief account of nature–inspired based optimization algorithms is explained in Section 3. Section 4 and 5 provides the problem formulation and experimental results comparing with conventional and nature–inspired based optimization algorithms for finding unequal channels spacing (UCS), respectively. Conclusions and future work are outlined in Section 6.

## 2 Golomb Rulers and its Background

W. C. Babcock [7] firstly introduced the concept of Golomb rulers, and further was described by S. W. Golomb et. al. [17].

Golomb rulers are an ordered set of unevenly marks at non–negative integer locations such that no distinct pairs of numbers from the set have the same difference [43–46].

![Figure 1: (a) A 4–marks optimal and perfect Golomb ruler with its associated distances and; (b) its mirror image](image)

**Definition (Golomb ruler) 1:** An $n$–marks Golomb ruler $G$ is an ordered set of $n$ distinct non–negative (positive) integer numbers

$$G = \{x_1, x_2, \ldots, x_{n-1}, x_n\}, \quad x_1 < x_2 < \ldots < x_{n-1} < x_n$$

(2.1)

such that all the positive differences

$$|x_i - x_j|, \quad x_i, x_j \in G, \quad \forall \ i \neq j$$

(2.2)

are distinct.
The non–negative integer numbers are referred to as *marks* or *order*. The number of marks on a ruler is referred to as the *ruler size*. The difference between the largest and smallest number is referred to as the *ruler length RL* [17, 30, 31], i.e.

\[ RL = \max(G) - \min(G) = x_n - x_1 \]  
(2.3)

where
\[ \max(G) = \max\{x_1, x_2, ..., x_{n-1}, x_n\} = x_n \]  
(2.4)

and
\[ \min(G) = \min\{x_1, x_2, ..., x_{n-1}, x_n\} = x_i \]  
(2.5)

**Definition (Golomb ruler)** 2: A set of \( n \) distinct non–negative integer numbers \( G = \{x_1, x_2, ..., x_{n-1}, x_n\} \) \( x_1 < x_2 < ... < x_{n-1} < x_n \) is a Golomb ruler of \( n \)–marks if and only if [40]

\[ \forall i, j, k, l \in \{1, 2, ..., n-1, n\}, x_i - x_j = x_k - x_l \iff i = k \land j = l. \]  
(2.6)

**Definition (Golomb ruler)** 3: Let \( f: \{1, 2, ..., n-1, n\} \to \{0, 1, ..., m-1, m\} \) be injective with \( f(1) = 0, G(n) = m; f \) is a \( n \)–marks Golomb ruler if and only if [45, 46]

\[ \forall i, j, k, l \in \{1, 2, ..., n-1, n\}, f(i) - f(j) = f(k) - f(l) \iff i = k \land j = l. \]  
(2.7)

Generally, the first mark \( x_1 \) of Golomb ruler set \( G \) may be assumed on position 0. That is in such a canonical form, if

\[ x_1 = 0 \]  
(2.8)

then the \( n \)–marks Golomb ruler set \( G \) becomes

\[ G = \{0, x_2, ..., x_{n-1}, x_n\} \]  
(2.9)

The ruler length \( RL \) of such \( n \)–marks Golomb ruler set \( G \) is:

\[ RL = x_n \]  
(2.10)

Figure 1 illustrates an example of a Golomb ruler set \( G = \{0, 1, 4, 6\} \) with mark \( n = 4 \) and ruler length \( RL = 6 \). The associated distance with each pair of marks is also shown in Figure 1.

### 2.1 Algebraic Properties of Golomb Rulers

The simple algebraic properties that find new Golomb ruler set \( G' \) are the translation property, the multiplication property, linearity property, and the mirror image or reflection property [39, 40, 47].

**Translation Property:** If the non–negative integer set \( G = \{x_1, x_2, ..., x_{n-1}, x_n\} \) is an \( n \)–marks Golomb ruler, then the set

\[ G' = \{a + x_1, a + x_2, ..., a + x_{n-1}, a + x_n\} \]  
(2.11)

is also an \( n \)–marks Golomb ruler set.

**Proof.** If \( G \) is Golomb ruler and \( G' \) is not, there must exist \( i, j, k, l \) such that

\[ (a + x_i) - (a + x_j) = (a + x_k) - (a + x_l) \]  
(2.12)

\[ \Rightarrow x_i - x_j = x_k - x_l \]  
(2.13)

The equation 2.13 gives a contradiction since set \( G \) is a Golomb ruler.

**Multiplication Property:** If the non–negative integer set \( G = \{x_1, x_2, ..., x_{n-1}, x_n\} \) is an \( n \)–marks Golomb ruler, then the set

\[ G' = \{ax_1, ax_2, ..., ax_{n-1}, ax_n\} \]  
(2.14)

is also an \( n \)–marks Golomb ruler for every non–zero integer \( a \) (i.e. \( a \neq 0 \)).
Proof. Likewise, in previous property, if set \( G \) is Golomb ruler and \( G' \) is not, there must exist \( i, j, k, l \) such that
\[
ax_i - ax_j = ax_k - ax_l
\]
(2.15)
\[
\Rightarrow x_i - x_j = x_k - x_l
\]
(2.16)
The equation 2.16 gives a contradiction fact, as original set \( G \) is a Golomb ruler.

**Linearity Property:** If the non-negative integer set \( G = \{x_1, x_2, \ldots, x_n\} \) is an \( n \)-marks Golomb ruler, then the set
\[
G' = a.G + b = \{ax_1 + b, ax_2 + b, \ldots, ax_{n-1} + b, ax_n + b\}
\]
(2.17)
is also an \( n \)-marks Golomb ruler for all non-negative integers \( a, b \), with non-zero value of integer \( a \) (i.e. \( a \neq 0 \)).

Proof. As in the previous properties, if \( G \) is Golomb ruler set and \( G' \) is not, then there must exist \( i, j, k, l \) such that
\[
(ax_i + b) - (ax_j + b) = (ax_k + b) - (ax_l + b)
\]
(2.18)
\[
\Rightarrow x_i - x_j = x_k - x_l
\]
(2.19)
The equation 2.19 gives the contradiction fact, as \( G \) is a Golomb ruler set.

**Mirror Image or Reflection Property:** Let a mirror is put on the one end of a Golomb ruler set \( G = \{0, 1, 4, 6\} \) as shown in Figure 1. Then the integer numbers called marks will be estimated to some other points in the other half plane with the same mutual distances. A new Golomb ruler set \( G' = \{0, 2, 5, 6\} \) will be formed as shown in Figure 1. Thus the new \( n \)-marks Golomb ruler set by using both translation and multiplication properties can be written as \[41\]:
\[
G' = x_n - 1G = \{x_n - x_1, x_n - x_2, \ldots, x_n - x_{n-1}, x_n - x_n\}
\]
(2.20)
This new \( n \)-marks Golomb ruler set is the mirror image of the original one. The new \( n \)-marks Golomb ruler set has a first mark at position 0 (i.e. \( x_1 = 0 \)) and has the same ruler length as that of the original (i.e. \( RL = x_n \)). In the mirror image of \( n \)-marks Golomb ruler set \( G' \), the \( n \)-th mark of the original Golomb ruler set \( G \) will be at the leftmost position of the mirror image Golomb ruler. The new position of each mark is given by \[25, 44\]:
\[
new \ position = n - old \ position
\]
(2.21)
Each Golomb ruler set has a mirror image for \( n > 2 \) and all the obtained mirror images are different from the original Golomb ruler set.

Proof. As stated in the above mentioned properties, if set \( G \) is Golomb ruler and \( G' \) is not, then there must be \( i, j, k, l \) such that
\[
(x_n - x_i) - (x_n - x_j) = (x_n - x_k) - (x_n - x_l)
\]
(2.22)
\[
\Rightarrow x_i - x_j = x_k - x_l
\]
(2.23)
The equation 2.23 contradicting the fact that the set \( G \) is a Golomb ruler.
2.2 Perfect Golomb Ruler

A perfect Golomb ruler measures all the positive integer distances from 1 to ruler length $RL$ [20, 27].

**Definition (Perfect Golomb ruler):** An $n$–marks Golomb ruler set $G = \{x_1, x_2, ..., x_{n-1}, x_n\}$ is called perfect if for every integer, say $d$, $1 \leq d \leq (x_n - x_1)$, there is at least one solution to $d = x_i - x_j$, $x_i, x_j \in G \ \forall \ i > j$.

Figure 1 shows the example of a 4–marks perfect Golomb ruler set which measures all the integer distances from 1 to 6. Together with the translations and reflections around the midpoint $(x_1 + x_n)/2$, the only perfect Golomb rulers are $\{0\}$, $\{0,1\}$, $\{0,1,3\}$, and $\{0,1,4,6\}$. There exist no perfect Golomb rulers for $n > 4$ [40]. An $n$–marks perfect Golomb ruler must have ruler length $RL$ [25, 27]

$$RL = \left(\frac{n^2 - n}{2}\right) = \sum_{i=1}^{n-1} i \quad (2.24)$$

units long because it must include the lengths $RL$, $(RL - 1)$, $(RL - 2)$,...,$(RL - (RL - 1))$. If the ruler length $RL > \left(\frac{n^2 - n}{2}\right)$, then there is a distance between 0 and $RL$ that is not measured, as the number of marks on the ruler cannot be changed.

2.3 Optimal Golomb Rulers (OGRs)

Since perfect Golomb rulers for $n > 4$ cannot exist, the higher mark rulers are stated in terms of whether or not they are optimal. So, an optimal Golomb ruler (OGR) is the shortest length ruler for a given number of marks [48, 49].

![Figure 2: A 6–marks non–OGR with its associated distances](image)

**Definition (Optimal Golomb ruler):** An $n$–marks Golomb ruler set $G = \{0, x_2, ..., x_{n-1}, x_n\}$ is referred to as optimal if it is of shortest possible length.

There can be multiple different OGRs for a specific number of marks. However, the unique optimal 4–marks Golomb ruler is shown in Figure 1. In a case where a Golomb ruler is not optimal, but its length is near to optimal, it will be considered as a near or non–optimal Golomb ruler. For example, the set $G = \{0,1,3,7\}$ is a 4–marks near–OGR since its differences are $\{1 = 1 - 0; 2 = 3 - 1; 3 = 3 - 0; 4 = 7 - 3; 6 = 7 - 1; 7 = 7 - 0\}$, all of which are distinct. It is clear from the differences that the integer number 5 is absent so it cannot be designated as a perfect Golomb ruler. An $n$–marks Golomb ruler is said to be an optimal Golomb ruler if and only if, [30]

1. there is no other $n$–marks Golomb ruler with the smaller ruler length, and
2. the ruler is in canonical form as the smaller of the equivalent rulers $\{0, x_2, ..., x_{n-1}, x_n\}$ and $\{0, ..., x_n - x_3, x_n\}$. This smaller means that the difference distance between the first two marks in the ruler set is less than the corresponding distance in the equivalent ruler.
For example the set $G = \{0, 1, 3, 7, 12, 20\}$, shown in Figure 2 is a non–optimal 6–marks Golomb ruler having ruler length 20. From the differences it is clear that the numbers 10, 14, 15, 16, 18 are missing, so it is not a perfect Golomb ruler sequence. The distance associated between each pair of marks is also shown in Figure 2.

The OGRs play an important role in a variety of real–world applications including radio frequency allocation, sensor placement in X–ray crystallography, computer communication network, pulse phase modulation, circuit layout, geographical mapping, self–orthogonal codes, VLSI architecture, coding theory, linear arrays, fitness landscape analysis, radio astronomy, antenna design for radar missions, sonar applications and NASA missions in astrophysics, planetary and earth sciences [7, 17, 25, 41, 42, 50–56].

Although the definition of Golomb rulers does not place any limitation on the ruler length, researchers are usually interested in rulers with smallest length, i.e. to find the $n$–marks OGR, the function $G(n)$ is given by:

$$G(n) = \min \{ RL(G) : G \text{ is Golomb ruler set, } |G| = n \}$$

So far the exact values of OGRs $G(n)$ for up to $n = 27$ are known and there are some prospects for OGRs up to 158–marks [57,58]. Firstly, the idea of Golomb rulers up to 10–marks were studied by W. C. Babcock [7], while analyzing the position of radio channels in the frequency spectrum. According to the literatures [40–42], all of rulers’ up to 8–marks introduced by Babcock are optimal; the 9 and 10–marks are near–to–optimal. A. Dimitromanolakis [41] computationally estimated and proved a detailed discussion of OGRs for every integer $n$ that

$$G(n) \leq n^2, \quad \forall n \leq 65000$$

As there are \( \binom{n^2 - n}{2} \) distinct non–negative differences between any two marks, so the ruler length is at least the same as given by equation 2.24. The computer searches give the largest known value of $G(n)$. The 27–marks OGR has an optimal ruler length of 553 i.e. from the equation 2.25, $G(27) = 553$ which satisfies the equation 2.26 as well. The search for OGRs and to prove its optimality took several months or even years. The optimal Golomb rulers for 5 to 7–marks were found by J. P. Robinson et. al. [51] and for 8 to 11–marks by W. Mixon. The OGRs with 12 and 13–marks were found by J. P. Robinson [21], those from 14 to 17–marks were found by J. B. Shearer [22] by exhaustive computer search. According to [41, 57, 58], the rulers for 17 and 18–marks were proved to be optimal by O. Silbert, while 19–marks OGR was found by W. T. Rankin [25] computer search approach. The search for OGRs for 20 to 27–marks was completed by distributed.net [43] OGR project. Distributed.net is now actively searching the OGRs for $n > 27$.

### 2.3.1 Related Literature on Constructing OGRs

The $n$–marks optimal Golomb ruler problem has been solved by using numerous different methods. In this subsection, a quick review of some known relevant approaches used to find either optimal or near–optimal Golomb rulers are presented.

#### 2.3.1.1 Algebraic approaches

In the literature several algebraic approaches and their proof are available for constructing Golomb ruler sequences. The best known construction algebraic approaches to produce Golomb rulers are Extended quadratic congruence (EQC) and Search algorithm (SA), Erdős–Turán, Rusza–Lindström, Bose–Chowla, Singer, and Symmetric Golomb Costas arrays constructions [1, 15, 41, 46]. The construction approaches EQC and SA proposed in [1, 15] works always, but, unfortunately, are far from optimal and are limited to prime number of marks. A drawback of the construction approaches presented in [41, 46] is that they can find either optimal or near–OGRs only to a prime or the power of a prime number of marks.
2.3.1.2 Exact approaches

There are some classical approaches used to find and verify OGRs. One of these approaches, Scientific American algorithm was presented in [59, 60]. This approach had two parts: the ruler generation and the Golomb verification. The input to generation part was the number of marks n and an upper bound on the ruler length and constructed a Golomb ruler. The second part of the approach verifies whether or not the generated ruler sequence meets all criteria for a Golomb ruler. Other approaches to find OGRs are Token Passing algorithm and the Shift algorithm [25, 42]. To improve the execution time, approaches in [25, 42] considered a set of search space reduction methods. Generally, both non-systematic and systematic (exact) approaches had been applied in order to find the OGRs. With non-systematic approaches, optimal or near-optimal Golomb rulers can be computed up to 158-marks [57, 58]. The most efficient exact approach to find OGRs was presented by J. B. Shearer [22] to enumerate OGRs up to 16-marks. This approach was based on the combination of branch-and-bound and backtracking approaches, making an upper-bound set to the length of the best known solution. This approach positively influenced the performance by avoiding the divergence of the results. This approach is used in several parallel schemes such as the OGR project by Distributed.net. The drawback of this approach is that it took several months or even years of calculation to achieve results with high computational power [25, 42, 43].

Thus, finding Golomb ruler sequences and to prove its optimality with a large number of marks is, computationally speaking, very costly. For example, the search for 19-marks OGR took approximately 36,200 CPU hours on a Sun Sparc workstation using a very particular approach [42]. Moreover, the OGRs for 20 to 27-marks were obtained by using exhaustive parallel search computation on distributed.net, taking several months – even years of calculations for 24 or 27-marks [43]. In [27], it was proved that Golomb rulers represent a class of NP-complete problem. For the larger marks values the exhaustive search, without metaheuristics, of such NP-complete OGR problems is impossible. The time required to find an optimal value of n-marks Golomb ruler, i.e. \( G(n) \) increases exponentially by a factor of more than 10 when the value of mark \( n \) is increased by 1 [41].

Since the exact approaches for finding Golomb rulers is impractical in terms of computational resources, different nature-inspired based metaheuristic optimization algorithms [26–39] have been proposed to find optimal and near-optimal Golomb rulers sequences at a reasonable time. Therefore, the nature-inspired based metaheuristic optimization algorithms appear to be the best solutions for such NP-complete OGR problem.

This paper presents the application of three new nature-inspired metaheuristic optimization algorithms to find near-OGR sequences as a WDM channel allocation algorithm. On applying the OGRs as channel allocation, it was possible to achieve the smallest distinct number to be used for the WDM channel allocation problem. As the difference between any two numbers is distinct, the new FWM frequency signals generated would not fall into the one already assigned to the carrier channels.

3 Nature-Inspired Metaheuristic Algorithms

Due to the highly nonlinearity and complexity of the problem of interest, design optimization in engineering fields tends to be very challenging. As conventional computing algorithms are local search algorithm, they are not the best tools for highly nonlinear global optimization, and thus often miss the global optimality. In addition, design solutions have to be robust, low cost, subject to uncertainty in parameters and tolerance for imprecision of available components and materials. Nature-inspired algorithms are now most widely used optimization algorithms. The guiding principle is to devise algorithms of computation that lead to an acceptable solution at low cost by seeking for an approximate solution to a precisely/imprecisely formulated problem [61–68].

This section is devoted to the brief overview of nature-inspired based metaheuristic optimization algorithms based on the theories of the echolocation characteristics of microbats called BA, brood parasitism of the cuckoo species called CSA and flow pollination process of flowering plants called FPA.
The power of nature–inspired optimization algorithms lies in how faster the algorithms explore the new possible solutions and how efficiently they exploit the solutions to make them better. Although all optimization algorithms in their simplified form work well in the exploitation (the fine search around a local optimal), there are some problems in the global exploration of the search space. If all of the solutions in the initial phase of the optimization algorithm are collected in a small part of search space, the algorithms may not find the optimal result and with a high probability, it may be trapped in that sub-domain. One can consider a large number for solutions to avoid this shortcoming, but it causes an increase in the function calculations as well as the computational costs and time. So for the optimization algorithms, there is a need by which exploration and exploitation can be enhanced and the algorithms can work more efficiently. By keeping this in mind, two features, fitness (cost) based mutation strategy and random walk i.e. Lévy–flight distribution is being introduced in the proposed nature–inspired metaheuristic algorithms, which is the main technical contribution of this paper. In modified algorithms the mutation rate probability is determined based on the fitness value. The mutation rate probability $MR_i^t$ of each solution $x_i$ at running iteration index $t$, mathematically is:

$$MR_i^t = \frac{f_i^t}{\text{Max}(f^t)}$$

where $f_i^t$ is the fitness value of each solution $x_i$ at the iteration index $t$, and $\text{Max}(f^t)$ is the maximum fitness value of the population at iteration $t$. For all proposed algorithms, the mutation equation [69, 70] use throughout this paper is:

$$x_i^t = x_i^{t-1} + p_m(x_{\text{best}}^{t-1} - x_i^{t-1}) + p_m(x_{r_1}^{t-1} - x_{r_2}^{t-1})$$

where $x_i^t$ is the population at running iteration index $t$, $x_{\text{best}}^{t-1}$ is the current global best solution at iteration one less than running iteration index $t$, $p_m$ is mutation operator, $r_1$ and $r_2$ are uniformly distributed random integer numbers between 1 to size of the given problem. The numbers $r_1$ and $r_2$ are different from running index. Typical values of $p_m$ are the same as in GAs, i.e. 0.001 to 0.05. The mutation strategy increases the chances for a good solution, but it increases a high mutation rate ($p_m = 0.5$ and 1.0) results in too much exploration and is disadvantageous to the improvement of candidate solutions. As $p_m$ decreases from 1.0 to 0.01, optimization ability increases greatly, but as $p_m$ continues to decrease to 0.001, optimization ability decreases rapidly. A small value of $p_m$ is not able to sufficiently increase the solution diversity [30].

The Lévy flight distribution [71] used for all proposed algorithms in this paper mathematically is given by:

$$L(s) \sim \frac{\lambda \Gamma(\lambda) \sin(\pi \lambda / 2)}{\pi} \frac{1}{s^{1+s}}, \quad (s \gg s_0 > 0)$$

Here, $\Gamma(\lambda)$ is the standard gamma distribution, valid for large steps, i.e. for $s > 0$. Throughout the paper, $\lambda = 3/2$ is used. In theory, it is required that $|s_0| \gg 0$, but in practice $s_0$ can be as small as 0.1 [71].

By introducing these two features in the simplified forms of proposed nature–inspired algorithms, the basic concept of the search space is modified, i.e. the proposed algorithms can explore new search space by the mutation and random walk. A fundamental benefit of using mutation and Lévy flight strategies with nature–inspired algorithms in this paper is their ability to improve its solutions over time, which does not seem in the existing algorithms [26–34, 37, 39] to find near–OGRs.

### 3.1 Bat Algorithm and its Modified forms

X. S. Yang [61–65, 72, 73], inspired by the echolocation characteristics of microbats, introduced an optimization algorithm called Bat algorithm (BA). In describing this new algorithm, the author in [73] uses the following three idealized rules:

1. To sense the distance, all bats use echolocation and they also know the surroundings in some magical way;
2. Bats fly randomly with a velocity $v_i$ at position $x_i$, with a fixed frequency range $[f_{\text{min}}, f_{\text{max}}]$, fixed wavelength range $[\lambda_{\text{min}}, \lambda_{\text{max}}]$, varying its pulse emission rate $r \in [0, 1]$, and loudness $A^0$ to hunt for prey, depending on the proximity of their target;
3. Although the loudness can vary in different ways, it is assumed that the loudness varies from a minimum constant (positive) \( A_{\text{min}} \) to a large \( A^0 \).

In BA, each bat has its position \( x_i \), velocity \( v_i \), frequency \( f_i \), loudness \( A_i \), and the emission pulse rate \( r_i \) in a \( d \)-dimensional search space. Among all the bats, there is a current global best solution \( x^* \) which is located after comparing all the solutions among all the bats. The new velocities \( v^t_i \) and solutions \( x^t_i \) at step \( t \) are given by the following equations [61, 62, 73–76]:

\[
(3.4) \quad f_i = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}}) \beta \\
(3.5) \quad v^t_i = v^{t-1}_i + (x^{t-1}_i - x^*)f_i \\
(3.6) \quad x^t_i = x^{t-1}_i + v^{t-1}_i 
\]

where \( \beta \in [0, 1] \) is a random vector drawn from a uniform distribution. A random walk is used for local search that modifies the current best solution according to:

\[
(3.7) \quad x_{\text{new}} = x_{\text{best}} + \varepsilon A^t 
\]

where \( x_{\text{best}} = x^* \), \( \varepsilon \in [-1, 1] \) is a scaling factor and \( A^t \) is loudness. Further the loudness \( A \) and pulse rate \( r \) are updated according to the equations 3.8 and 3.9 respectively as the iterations proceed:

\[
(3.8) \quad A^t_i = a A^{t-1}_i \\
(3.9) \quad r^t_i = r^0_i [1 - e^{-\gamma t}] 
\]

where \( a \) and \( \gamma \) are constants and for simplicity, \( a = \gamma = 0.9 \) is used [73–76].

By combining the characteristics of mutation strategy (equations 3.1 and 3.2), \( \text{Lévy} \) flights distribution (equation 3.3), with the simple BA, three new algorithms, namely, Bat algorithm with mutation (BAM), \( \text{Lévy flight Bat algorithm} \) (LBA), and \( \text{Lévy flight Bat algorithm with mutation} \) (LBAM) can be formulated. For LBA, the modification performed in equation 3.7 is given by:

\[
(3.10) \quad x_{\text{new}} = x_{\text{best}} + \varepsilon A^t \odot L(\lambda) 
\]

Based on these idealizations, the basic steps of BA can be described as a general pseudo–code shown in Figure 3. In Figure 3, if the concept of \( \text{Lévy} \) flights in lines 11, 12 and mutation (lines 17 to 22) are omitted, then Figure 3 corresponds to the general pseudo–code for simple BA. If only the concept of mutation is not used in Figure 3, then it corresponds to the pseudo–code for LBA, otherwise Figure 3 shows the general pseudo–code for LBAM algorithm.

### 3.2 Cuckoo Search Algorithm and its Modified form

X. S. Yang et al. [77–80], inspired by brood parasitism of some cuckoo species, developed a novel nature–inspired metaheuristic optimization algorithm called a Cuckoo search algorithm (CSA). In addition, CSA algorithm is enhanced by the \( \text{Lévy} \) flight trajectory of some birds, rather than by simple random walks. For describing this new algorithm, X. S. Yang et al. use the following three idealized rules:

1. Each cuckoo lays one egg at a time, and dumps it in a randomly chosen nest;
2. The best nest with high quality of eggs (solution) are carried over to the next iterations;
3. \( \text{Lévy} \) flight.
1. Modified Bat algorithm (MBA)
2. Begin
3. /* MBA parameter initialization */
4. Define objective function $f(x)$: $x = (x_1, ..., x_n)^T$;
5. Generate initial bat population $x$ and initial velocities $v_i (i = 1, 2, ..., n)$;
6. Define pulse frequency $f_p$ at $x_i$;
7. Initialize pulse rates $p$ and the loudness $A_i$;
8. /* End of MBA parameter initialization */
9. While not $t$ /* $t$ is a termination criterion */
10. Generate new solutions by adjusting frequency, and updating velocities and locations/solutions by Levy flights;
11. If ($rand > r$)
12. Select a solution among the best solutions;
13. Generate a local solution around the selected best solution;
14. Else
15. /* Mutation */
16. Compute mutation rate probability $MR$, via equation 3.1;
17. If (MR < rand)
18. Perform mutation via equation 3.2;
19. End if
20. /* End of Mutation */
21. End if
22. Generate a new solution by flying randomly;
23. If ($rand < r$ and $f(x_i) < f(x)$)
24. Accept the new solutions;
25. Increase $r$ and reduce $A_i$;
26. End if
27. Rank the bats and find the current best;
28. End while
29. Post-process results and visualization;
30. End

Figure 3: The general pseudo-code for MBA

1. Cuckoo search algorithm with mutation (CSAM)
2. Begin
3. /* CSAM parameter initialization */
4. Define objective function $f(x)$: $x = (x_1, ..., x_n)^T$;
5. Generate initial population of $n$ host nests $x_i (i = 1, 2, ..., n)$;
6. /* End of CSAM parameter initialization */
7. While not $t$ /* $t$ is a termination criterion */
8. Get a cuckoo (say $i$) randomly by Levy flights;
9. /* Mutation */
10. Compute mutation rate probability $MR$, via equation 3.1;
11. If ($MR < rand$)
12. Perform mutation via equation 3.2;
13. End if
14. /* End of mutation */
15. Evaluate its quality/fitness $F_i$;
16. Choose a nest among $n$ (say $j$) randomly;
17. If ($F_i > F_j$),
18. Replace $j$ by the new solution;
19. End if
20. A fraction ($p_d$) of worse nests are abandoned and new ones are built;
21. Keep the best solutions (or nests with quality solutions);
22. Rank the solutions and find the current best;
23. End while
24. Post-process results and visualization;
25. End

Figure 4: The general pseudo-code for CSAM.

3. The number of available host nests is fixed, and a host can discover an alien egg with probability $p_a \in [0,1]$. In this case, the host bird can either throw the egg away or simply abandon the nest so as to build a completely new nest in a new location.

For simplicity, the last assumption can be approximated by a fraction $p_a$ of the $n$ host nests being replaced by new nests (with new random solutions). For a maximization problem, the quality, i.e. fitness of a solution
can simply be proportional to the value of the objective function. When new solutions $x^i_t$ are generating for, say, a cuckoo $i$, a Lévy flight is performed as [77]:

$$x^i_t = x^i_{t-1} + \alpha \odot L(\lambda)$$  \hspace{1cm} (3.11)

where $\alpha > 0$ is the step size, which should be related to the scale of the specified problem.

As the authors in [77], already introduced the Lévy flights distribution concept to enhance the performance, so only mutation strategy is applied to the simple CSA to explore the search space. The new modified algorithm so formulated is named as a **Cuckoo search algorithm with mutation** (CSAM). The basic steps of CSAM can be summarized as the pseudo-code shown in Figure 4. If the concept of mutation (lines 9 to 14) is withdrawn from Figure 4, then it corresponds to the pseudo-code for simple CSA.

### 3.3 Flower Pollination Algorithm and its Modified form

X. S. Yang et. al [71, 81, 82], inspired by the flow pollination process of flowering plants, introduced a novel nature-inspired optimization algorithm called Flower pollination algorithm (FPA). For describing this novel metaheuristic algorithm, the authors in [71] use the following four idealized rules:

1. For global pollination process, biotic cross-pollination is used and pollen-carrying pollinators obey Lévy flight movements;
2. For local pollination, abiotic and self-pollination are used;
3. Pollinators such as insects can develop flower constancy, which is equivalent to a reproduction probability that is proportional to the similarity of two flowers involved;
4. The interaction of local pollination and global pollination can be controlled by a switch probability $p \in [0,1]$, with a slight bias towards local pollination.

In FPA, the global pollination and local pollination are two main steps. In the global pollination step, flower pollens are carried by pollinators such as insects, and pollens can travel over a long distance because insects can often fly and travel over a much longer range. The first rule and flower constancy (i.e. third rule) can be written mathematically as [71]:

$$x^i_t = x^i_{t-1} + \gamma L(\lambda)(x^* - x^i_{t-1})$$  \hspace{1cm} (3.12)

where $x^i_t$ is the pollen $i$ or solution vector $x$ at iteration $t$, $x^*$ is the current best solution (i.e. most fittest) found among all solutions at the current iteration and $\gamma$ is a scaling factor to control the step size. The Lévy flight based step size $L(\lambda)$ corresponds to the strength of the pollination. Since insects may travel over a long distance with various distance steps, a Lévy flight can be used to mimic this characteristic efficiently. That is, $L > 0$ is drawn from a Lévy flight distribution.

For local pollination, the second rule and flower constancy can be written mathematically by [71]:

$$x^i_t = x^i_{t-1} + \epsilon (x^j_{t-1} - x^k_{t-1})$$  \hspace{1cm} (3.13)

where $x^j_{t-1}$ and $x^k_{t-1}$ are pollens from different flowers of the same plant species. This essentially mimics the flower constancy in a limited neighborhood. Mathematically, if $x^j_t$ and $x^k_t$ are selected from the same population, this become a local random walk if $\epsilon$ is drawn from a uniform distribution in $[0,1]$. Pollination may also occur in a flower from the neighboring flower than by the far away flowers. For this, a switch probability (i.e. fourth rule) or proximity probability $p$ can be used to switch between global pollination and local pollination.

Like CSA, the author in [71] already introduced the concept of Lévy flight distributions in FPA, so only mutation based on the fitness value (equations 3.1 and 3.2) is added to simple FPA. The new algorithm so formed is named in this paper as a **Flower pollination algorithm with mutation** (FPAM) which is summarized as pseudo-code shown in Figure 5. The only difference in the pseudo-code for FPA and FPAM is only the addition of mutation (lines 19 to 24) in Figure 5. If lines 19 to 24 are not used in Figure 5 then it corresponds to the pseudo-code for simple FPA.
Both simplicity and efficiency attract researchers towards natural phenomenon to solve NP-complete and complex optimization problems. The first problem investigated in this research is to find Golomb ruler sequences for unequal channel allocation. The second problem is to obtain either optimal or near-optimal Golomb rulers through nature-inspired metaheuristic algorithms by optimizing the ruler length so as to conserve the total occupied optical channel bandwidth.

If each individual element in an obtained set (i.e. non-negative integer location) is a Golomb ruler, the sum of all elements of an individual set form the total occupied optical channel bandwidth. Thus, if the spacing between any pair of channels in a Golomb ruler set is denoted as \( CS \), an individual element is as \( IE \), and the total number of channels/marks is \( n \), then the ruler length \( RL \) and the total optical channel bandwidth \( TBW \) are given mathematically by the equations 4.1 and 4.2, respectively.

**Ruler Length (RL):**

\[
RL = \sum_{i=1}^{n-1} (CS)_i \quad (4.1a)
\]

subject to \((CS)_i \neq (CS)_j\).

Alternatively, the equation 4.1a can also be re-written as:

\[
RL = IE(n) - IE(1) \quad (4.1b)
\]

**Total Bandwidth (TBW):**

\[
TBW = \sum_{i=1}^{n} (IE)_i \quad (4.2)
\]

subject to \((IE)_i \neq (IE)_j\) in both equations 4.1b and 4.2, where \( i, j = 1, 2, ..., n \) with \( i \neq j \) are distinct in both equations 4.1 and 4.2.
The OGR sequences as WDM channel allocation have two optimization objectives (bi-objective) functions $f_1$ and $f_2$ with nonlinear equality and inequality constraints. The OGRs as WDM channel allocation problem having bi-objectives can be written in general as:

$$\begin{align*}
\text{Minimize } & \rightarrow f_1, f_2, \\
\text{where } & \\
f_1 = RL = \sum_{i=1}^{n-1} (CS)_i = IE(n) - IE(1) \\
\text{and } & \\
f_2 = TBW = \sum_{i=1}^{n} (IE)_i
\end{align*}$$

Generally, a weighted sum approach \cite{74, 81, 82} is used to combine the multiple objective functions (here $f_1$ and $f_2$) into a single composite objective function $f$:

$$f = w_1 f_1 + w_2 f_2$$

with $w_1 + w_2 = 1$ and $w_1 > 0; w_2 > 0$

where $w_1$ and $w_2$ represent the randomly generated weight values from a uniform distribution. A set of random numbers $u_i$ (here $i = 1, 2$) are generated from a uniform distribution $U\{0,1\}$. Then, the weight values $w_1$ and $w_2$ are normalized by:

$$w_1 = \frac{u_1}{u_1 + u_2}$$

and

$$w_2 = \frac{u_2}{u_1 + u_2}$$

These normalized weight values $(w_1$ and $w_2$) serve as preferences for optimizing the bi-objective functions $f_1$ and $f_2$. The weight values can vary with sufficient diversity so as to estimate the Pareto front \cite{64, 74, 82} efficiently.

### 4.1 Nature–Inspired Algorithms to Find Near–OGRs

The general pseudo–code to find near–OGR sequences as WDM channel allocation by using nature–inspired optimization algorithms proposed in this paper is shown in Figure 6. The core of the proposed nature–inspired algorithms are lines 20 to 31 which find Golomb ruler sequences for a number of iterations or until either an optimal or near–to–optimal solution is found. Also the size of the generated population must be equal at the end of iteration to the initial population size ($Popsize$). Since there are many solutions, a replacement strategy must be performed as shown in Figure 6 to remove the worst individuals. This means that the proposed algorithms maintain a fixed population of rulers and performs a fixed number of iterations until either an optimal or near–to–optimal solution is found.

### 5 Simulation Results

This section presents the performance of proposed nature–inspired optimization algorithms and their performance compared with best known OGRs \cite{17, 22, 25, 40, 42, 49, 57, 58}, two of the conventional computing algorithms, i.e. Extended quadratic congruence (EQC) and Search algorithm (SA) \cite{1, 15} and three existing nature–inspired algorithms, i.e. GAs \cite{30}, BBO \cite{30–32} and BB–BC \cite{33, 34}, of finding unequal channel spacing. All the proposed algorithms to find near–OGRs have been coded and tested in Matlab–7.12.0 (R2011a) \cite{83} language running under Windows 7, 64–bit operating system. The proposed algorithms have been executed on a processor working at 2.20GHz with a RAM of 3GB.
Nature–inspired metaheuristic algorithms to find near–OGRs as WDM channel allocation

Figure 6: The general pseudo–code to find near–OGRs as WDM channel allocation by using nature–inspired optimization algorithms

5.1 Simulation Parameters Selection for the Proposed Algorithms

To find either optimal or near–optimal solutions after a number of careful experimentation, following optimum parameter values of proposed nature–inspired algorithms have finally been settled as shown in Tables 1 to 3. The selection of a suitable parameter values of nature–inspired algorithms are problem specific as there are no concrete rules.

Table 1: Simulation parameters for BA and MBA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^0$</td>
<td>0.8</td>
</tr>
<tr>
<td>$r^0$</td>
<td>0.5</td>
</tr>
<tr>
<td>$p_m$</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 2: Simulation parameters for CSA and CSAM

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.01</td>
</tr>
<tr>
<td>$p_a$</td>
<td>0.5</td>
</tr>
<tr>
<td>$p_m$</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Table 3: Simulation parameters for FPA and FPAM

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>1.0</td>
</tr>
<tr>
<td>$P$</td>
<td>0.8</td>
</tr>
<tr>
<td>$p_m$</td>
<td>0.01</td>
</tr>
</tbody>
</table>

For BA, CSA, FPA, and their modified forms all the parameter values were varied from 0.0 to 1.0. By looking precisely at the obtained results, it was noted that $A = 0.8$, $r = 0.5$, $p_m = 0.01$ are the best choices for BA and MBA (Table 1), $\alpha = 0.01$, $p_a = 0.5$, $p_m = 0.05$ are the best choices for CSA and CSAM (Table 2), and $\gamma = 1.0$, $p = 0.8$, $p_m = 0.01$ are the best choices for FPA and FPAM (Table 3) to find near–OGRs.

5.2 Near–OGR Sequences

With the above mentioned parameters setting, the large numbers of sets of trials for various marks/channels were conducted. Each algorithm was executed 25 times until near–optimal solution was found. A set of 10 trials with $n = 6$, 8 and 15 for the proposed nature–inspired algorithms are reported in Tables 4 and 5. The performance of all the sets is nearly the same as reported in Tables 4 and 5. The generated near–OGR sequences for different values of marks verify that they are Golomb rulers. Although the proposed algorithms find same near–OGR sequences, the difference is in a required maximum number of iterations, computational time, and computational complexities as discussed in the following subsections.

5.3 Influence of Selecting Different Population Size on the Performance of Proposed Algorithms

In this subsection, the influence of selecting the different population size ($Popsize$) on the performance of proposed nature–inspired optimization algorithms for different values of channels is examined. The increased $Popsize$ increases the diversity of potential solutions, and helps to explore the search space. But as the $Popsize$ increase, the computation time required to get either the optimal or near–optimal solutions increase slightly as the diversity of possible solutions increase. But after some limit, it is not useful to increase $Popsize$, because it does not help in solving the problem faster. The choice of the best $Popsize$ for nature–inspired optimization algorithms depends on the type of the problem [84]. Table 6 shows the influence of $Popsize$ on the performance of the proposed algorithms to find near–OGRs for 7, 9 and 14–marks. In this experiment, all the parameter settings for proposed nature–inspired algorithms are the same as mentioned in Tables 1 to 3. Golomb ruler sequences realized from 10 to 16–marks by Tabu search algorithm [26], the maximum $Popsize$ was set to 190. In the hybrid approach proposed in [29] to find Golomb rulers from 11 to 23–marks, the $Popsize$ was set between 20 and 2000. The near–OGR sequences found by algorithms GAs and BBO [30], maximum $Popsize$ was 30. The BB–BC algorithm proposed in [33, 34] finds near–OGRs up to 11–marks with a maximum $Popsize$ of 10. For the hybrid evolutionary (HE) algorithms [39], to find near–OGRs, maximum $Popsize$ was 50.

From Table 6, it is noted that $Popsize$ has little effect on the performance of all proposed nature–inspired optimization algorithms. By carefully looking at the results, the $Popsize$ of 10 in all proposed algorithms was found to be adequate for finding near–OGR sequences.

5.4 Influence of Increasing Iterations on Total Optical Channel Bandwidth

The choice of the best maximum iteration ($Maxiter$) for nature–inspired metaheuristic algorithms is always critical for specific problems. Increasing the numbers of iteration will increase the possibility of reaching
optimal solutions and promoting the exploitation of the search space. This means, the chance to find the correct search direction increases considerably.

Here, all the parameter values for proposed nature–inspired algorithms are the same as mentioned in above subsections. By increasing the number of iterations, the total optical channel bandwidth tends to decrease; it means that the rulers reach their optimal or near–to–optimal values after certain iterations. This is the point where no further improvement is seen. Tables 7 and 8 illustrate the influence of increasing iterations on the performance of proposed algorithms for various channels. It is noted that the iterations have little effect for low value marks (such as \( n = 7 \) and 8). But for higher order marks, the iterations have a great effect on the total optical channel bandwidth i.e. total optical bandwidth gets optimized after a certain number of iterations.

In the literatures [26, 29], the Maxiter for Tabu search algorithm to find Golomb ruler sequences were set to 10000 and 30000, respectively. For the hybrid approach proposed in [29] to find Golomb ruler sequences the maximum number of iterations set were 100000. In [30], it was noted that to find near–OGRs, GAs and BBO algorithms stabilized in and around 5000 iterations, while hybrid evolutionary algorithms [39] were stabilized in and around 10000 iterations. By carefully looking at the results, it is concluded that all the proposed optimization algorithms in this paper to find either optimal or near–optimal Golomb rulers, stabilized at or around 1000 iterations.

5.5 Performance Comparison of Proposed Algorithms with Previous Existing Algorithms in Terms of Ruler Length and Total Optical Channel Bandwidth

Table 9 enlists the ruler length and total occupied channel bandwidth by different sequences obtained from the proposed nature–inspired algorithms after 25 executions and their performance compared with best known OGRs (best solutions), EQC, SA, GAs, BBO and BB–BC. According to [1], the applications of EQC and SA is restricted to prime powers only, so the ruler length and total occupied channel bandwidth for EQC and SA are presented by a dash line in Table 9. Comparing the experimental results obtained from the proposed algorithms with best known OGRs and existing algorithms, it is noted that there is a significant improvement in the ruler length and thus the total occupied channel bandwidth, that is the results become improved.

From Table 9, it is also observed that simulation results are particularly impressive. First, observe that the algorithms BA, BAM and LBA can find best rulers up to 17–marks and near–optimal rulers for 18 to 20–marks. The algorithms LBAM, CSA, CSAM, FPA and FPAM can find best rulers up to 20–marks very efficiently and effectively in a reasonable computational time.

From the simulation results, it is concluded that modified forms of the proposed nature–inspired algorithms to find either optimal or near–OGRs slightly outperform the algorithms presented in their simplified forms. As illustrated in Table 9 for higher order marks, the proposed algorithms outperform the other existing algorithms in terms of both the ruler length and total occupied channel bandwidth.

5.6 Performance Comparison of Proposed Algorithms in Terms of Computational Time

Finding Golomb ruler sequences is an extremely challenging optimization problem. The OGRs generation by exhaustive parallel search algorithms for higher order marks is computationally very time consuming, which took several hours, months, even years of calculation on the network of several thousand computers [19, 25, 42, 43, 57, 58]. For example, rulers with 20 to 27–marks were found by distributed OGR project [43] which took several years of calculations on many computers to prove the optimality of the rulers.

This subsection is devoted to report the experimental average CPU time taken to find either optimal or near–optimal Golomb rulers by the proposed algorithms and their comparison with the computation time taken by existing algorithms [22, 25, 27, 29, 30, 33–36, 42, 43]. Table 10 reports the average CPU time taken by proposed algorithms to find near–OGRs up to 20–marks. The experimental CPU time taken by BB–BC
algorithm to find near–OGRs is not reported in [33]. Then, using the same parameter values as mentioned in [33], algorithm BB–BC to find near–OGRs was executed to obtain the average computational CPU time. Figure 7 illustrates the graphical representation of the Table 10.

In [27], it is identified that to find Golomb ruler sequences from heuristic based exhaustive search algorithm, the times varied from 0.035 seconds to 6 weeks for 5 to 13–marks ruler, whereas by non–heuristic exhaustive search algorithms took approximately 12.57 minutes for 10–marks, 2.28 years for 12–marks, 2.07e+04 years for 14–marks, 3.92e+09 years for 16–marks, 1.61e+15 years for 18–marks and 9.36e+20 years for 20–marks ruler. In [29], it is reported that CPU time taken by Tabu search algorithm to find OGRs is around 0.1 second for 5–marks, 720 seconds for 10–marks, 960 seconds for 11–marks, 1913 seconds for 12–marks and 2516 seconds (around 41 minutes) for 13–marks. The OGRs realized by hybrid Genetic algorithm [29] took around 5 hours for 11–marks, 8 hours for 12–marks, and 11 hours for 13–marks. The OGRs realized by the exhaustive search algorithms in [22] for 14 and 16–marks, took nearly one hour and hundred hours, respectively, while 17, 18 and 19–marks OGRs realized in [25] and [42], took around 1440, 8600 and 36200 CPU hours (nearly seven months) respectively on a Sun Sparc Classic workstation. Also, the near–OGRs realized up to 20–marks by algorithms GAs and BBO [30], the maximum execution time was approximately 31 hours i.e. nearly 1.3 days, while for BB–BC [33] the maximum execution time was around 28 hours, i.e. almost 1.1 days.

From Table 10, it is noted that for proposed algorithms, the average CPU time varied from 0.0 second for 3–marks ruler to approximately 23 hours for 20–marks ruler. The maximum execution time taken by the proposed algorithms BA and FPA for 20–marks ruler is about 23 and 19 hours respectively. By introducing the concept of mutation and Lévy flight strategies with the proposed nature–inspired algorithms, the minimum execution time for algorithm FPAM is reduced to approximately 18 hours i.e. less than one day. This represents the improvement achieved by the use of proposed optimization algorithms and their modified forms to find near–OGR sequences. From Table 10, it is further observed that algorithm FPAM outperforms the other proposed optimization algorithms in terms of computational time.

![Figure 7: Performance comparison of proposed algorithms in terms of computational time](image)

5.7 Performance Comparison of Proposed Algorithms in Terms of Computation Complexity

To arrive at optimal solutions, the proposed algorithms have an initialization stage and a subsequent stage of iterations. The computational complexity of proposed algorithms depends upon Popsize and Maxiter:

\[
\text{Computation Complexity} = \text{Popsize} \times \text{Maxiter}
\] (5.1)
To find Golomb rulers by Tabu search algorithm [29], the maximum computation complexity was $57e^{+05}$ ($190 \times 30000$). The maximum computation complexity for hybrid approach proposed in [29] was $2e^{+08}$ ($2000 \times 100000$), whereas for GAs and BBO proposed in [30], the maximum computation complexity was $15e^{+04}$ ($30 \times 5000$).

Thus, to generate 18–marks near–OGRs the computation complexity for BA, BAM, LBA, LBAM, CSA, CSAM, FPA, and FPAM is $8000$, $7600$, $7400$, $7000$, $6500$, $6300$, $6200$, and $6100$, respectively. Thus, it is clear that the algorithm FPAM outperforms the other proposed algorithms in terms of computation complexity. It is also further concluded that by introducing the concept of mutation and Lévy flight strategies in the simplified form of nature–inspired algorithms the computation complexity is reduced.

In general, the maximum computation complexity for all proposed algorithms to generate near–OGRs up to 20–marks is $10^{1000}=1e^{+04}$.

### 5.8 Statistical Analysis of Proposed Algorithms and their Comparison

In order to evaluate and compare the performance of the proposed different nature–inspired optimization algorithms, the statistical analysis test of each proposed algorithm is performed. For the statistical analysis, each proposed metaheuristic optimization algorithm was executed 25 times using the same parameter values as reported in the above subsections. The obtained optimum values of $RL$ and $TBW$ (Hz) along with computational $CPU$ time (Sec.) after each trial were noted for the statistical analysis test. Tables 11 and 12 report statistical analysis in the form of mean ± the standard deviation of the proposed optimization algorithms to find optimal and near–optimal Golomb rulers for various channels (the best values are in bold).

From Tables 11 and 12, it is clear that the algorithm LBAM performs much better than BA, BAM and LBA, whereas the algorithm CSAM outperforms LBAM and CSA, while the algorithm FPAM is much superior to FPA and CSAM in terms of mean and standard deviation. It suggests that the algorithm FPAM performs better than all the other algorithms presented in the standard and their modified forms to find OGRs for optical WDM systems. In order to analyze whether the OGRs found by algorithm FPAM are significant or not, non–parametric Friedman's statistical test [85] on the ruler length, total bandwidth and CPU time is carried out to rank the proposed algorithms. For the statistical analysis, two hypotheses, the null hypothesis $H_0$ and the alternative hypothesis $H_1$, are defined. The null hypothesis states that there is no difference or no change, whereas the alternative hypothesis represents the presence of a difference or change among the proposed nature–inspired metaheuristic algorithms. In order to reject a null hypothesis $H_0$ in statistical analysis procedure, a 95 % confidence level of significance is used to estimate at which level the null hypothesis $H_0$ can be rejected. In statistical analysis, a $p$–value is determined to estimate whether a statistical hypothesis test for the proposed algorithms is significant or not, and it also provides information about how significant the result is. The aim to use Friedman’s non–parametric statistical test for multiple comparison in this paper was to examine the statistical difference or change between the performances of all the proposed algorithms for OGRs problem in optical WDM systems. Table 13 reports the average ranking obtained by Friedman’s statistical test in terms of $RL$, $TBW$ (Hz) and $CPU$ time (Sec.). At a 95 % confidence level of significance with 7 as degrees of freedom the critical value in $\chi^2$ distribution is 2.167. As mentioned in Table 13, the estimated Friedman’s statistic value for $RL$, $TBW$ (Hz), and $CPU$ time (Sec.) are larger than the critical values in $\chi^2$ distribution. It further suggests that there is a significant difference between the performance of proposed optimization metaheuristic algorithms, i.e. the null hypothesis $H_0$ is rejected. The algorithm FPAM is with the lowest rank and outperforms the other proposed algorithms. The estimated $p$–value in Friedman’s statistic is <0.00001 for $RL$, $TBW$ and $CPU$ time.

In order to statistically estimate better performance of the algorithm FPAM to find OGRs, the Holm’s post–hoc statistical test [86] is being conducted using FPAM as a control algorithm. The unadjusted and adjusted $p$–values estimated through the Holm’s post–hoc statistical procedure is reported in Table 14. It can be seen from Table 14 that the algorithm FPAM is potentially better than all other proposed algorithms (standard and their modified forms) for OGRs problem in terms of both efficiency and success rate at 95% confidence level. This is no surprise as the aim of developing the new metaheuristic algorithms and their modified forms to find OGRs was to try to use the advantages of mutation strategy and random walk via, Lévy–flight distribution.
Table 4: Performance of Proposed BA and MBA Algorithms to find Near–OGRs for Various channels in a set of 10 trials

<table>
<thead>
<tr>
<th>Trials</th>
<th>BA</th>
<th>CSA</th>
<th>CSAM</th>
<th>FPA</th>
<th>FPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>RL</td>
<td>CPU Time (Sec.)</td>
<td>Time (Sec.)</td>
<td>CPU Time (Sec.)</td>
<td>Time (Sec.)</td>
<td>CPU Time (Sec.)</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------</td>
<td>-------------</td>
<td>-----------------</td>
<td>-------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Optimal RL</td>
<td>-7 Op- eral TMBW = 42 Hz</td>
<td>Minimum CPU Time = 1.129 Hz</td>
<td>Minimum CPU Time = 1.143 Hz</td>
<td>Minimum CPU Time = 1.106 Hz</td>
<td>Minimum CPU Time = 1.129 Hz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>6</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>8</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>44</td>
<td>113</td>
<td>1277</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>34</td>
<td>1.127</td>
<td>1.137</td>
<td>34</td>
</tr>
</tbody>
</table>
Table 6: Influence of Population Size on the Performance of BA, MBA, CSA, CSAM, FPA and FPAM Algorithms to find Near–OGRs for Various Channels

<table>
<thead>
<tr>
<th>Iterations</th>
<th>BA</th>
<th>MBA</th>
<th>CSA</th>
<th>CSAM</th>
<th>FPA</th>
<th>FPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 7</td>
<td>AL</td>
<td>TLB</td>
<td>AL</td>
<td>TLB</td>
<td>AL</td>
<td>TLB</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>25</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 7: Influence of Increasing Iterations on the Performance of BA and MBA to find Near–OGRs for Various Channels

<table>
<thead>
<tr>
<th>Iterations</th>
<th>BA</th>
<th>MBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 7</td>
<td>AL</td>
<td>TLB</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>25</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 8: Influence of Increasing Iterations on the Performance of CSA, CSAM, FPA, and FPAM Algorithms to find Near–OGRs for Various Channels

<table>
<thead>
<tr>
<th>Iterations</th>
<th>CSA</th>
<th>CSAM</th>
<th>FPA</th>
<th>FPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 7</td>
<td>AL</td>
<td>TLB</td>
<td>AL</td>
<td>TLB</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>25</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>#</td>
<td>ALGORITHM CLASS</td>
<td>ALGORITHM</td>
<td>PROPOSED NATURE-INSPIRED ALGORITHMS</td>
<td>ALGORITHM</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>11</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>17</td>
<td>44</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>77</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>8</td>
<td>34</td>
<td>117</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>9</td>
<td>44</td>
<td>206</td>
<td>206</td>
<td>206</td>
</tr>
<tr>
<td>10</td>
<td>55</td>
<td>249</td>
<td>249</td>
<td>249</td>
</tr>
<tr>
<td>11</td>
<td>72</td>
<td>386</td>
<td>391</td>
<td>391</td>
</tr>
<tr>
<td>12</td>
<td>85</td>
<td>503</td>
<td>231</td>
<td>341</td>
</tr>
<tr>
<td>14</td>
<td>127</td>
<td>924</td>
<td>325</td>
<td>230</td>
</tr>
<tr>
<td>15</td>
<td>151</td>
<td>1047</td>
<td>1047</td>
<td>1047</td>
</tr>
<tr>
<td>16</td>
<td>177</td>
<td>1298</td>
<td>1298</td>
<td>1298</td>
</tr>
<tr>
<td>17</td>
<td>199</td>
<td>1661</td>
<td>1661</td>
<td>1661</td>
</tr>
<tr>
<td>19</td>
<td>246</td>
<td>2225</td>
<td>2225</td>
<td>2225</td>
</tr>
<tr>
<td>20</td>
<td>283</td>
<td>2794</td>
<td>2794</td>
<td>2794</td>
</tr>
</tbody>
</table>
Table 10: Comparison of Average CPU Time Taken by Proposed Optimization Algorithms to find Near-OGRs for Various Channels

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
<td>CPU time (Sec.)</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.021</td>
<td>0.020</td>
<td>0.009</td>
<td>0.016</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>6</td>
<td>0.780</td>
<td>0.7432</td>
<td>0.659</td>
<td>0.4245</td>
<td>0.0521</td>
<td>0.0522</td>
<td>0.0510</td>
<td>0.0517</td>
<td>0.0505</td>
<td>0.0504</td>
<td>0.0494</td>
</tr>
<tr>
<td>7</td>
<td>1.120</td>
<td>1.180</td>
<td>1.170</td>
<td>0.845</td>
<td>0.0869</td>
<td>0.0866</td>
<td>0.0849</td>
<td>0.0819</td>
<td>0.0798</td>
<td>0.0798</td>
<td>0.0786</td>
</tr>
<tr>
<td>8</td>
<td>1.241</td>
<td>1.239</td>
<td>1.210</td>
<td>1.0172</td>
<td>0.1387</td>
<td>0.1378</td>
<td>0.1376</td>
<td>0.1366</td>
<td>0.1361</td>
<td>0.1359</td>
<td>0.1345</td>
</tr>
<tr>
<td>9</td>
<td>1.711</td>
<td>1.699</td>
<td>1.698</td>
<td>1.4829</td>
<td>1.187</td>
<td>1.185</td>
<td>1.177</td>
<td>1.1751</td>
<td>1.1681</td>
<td>1.1086</td>
<td>1.0781</td>
</tr>
<tr>
<td>10</td>
<td>5.499e+01</td>
<td>5.491e+01</td>
<td>5.450e+01</td>
<td>4.290e+01</td>
<td>3.131e+01</td>
<td>3.130e+01</td>
<td>3.127e+01</td>
<td>3.121e+01</td>
<td>3.109e+01</td>
<td>3.091e+01</td>
<td>3.039e+01</td>
</tr>
<tr>
<td>11</td>
<td>7.200e+02</td>
<td>7.110e+02</td>
<td>6.990e+02</td>
<td>5.710e+02</td>
<td>4.760e+02</td>
<td>4.740e+02</td>
<td>4.558e+02</td>
<td>4.552e+02</td>
<td>4.545e+02</td>
<td>4.521e+02</td>
<td>4.478e+02</td>
</tr>
<tr>
<td>12</td>
<td>8.602e+02</td>
<td>8.600e+02</td>
<td>7.981e+02</td>
<td>6.852e+02</td>
<td>5.651e+02</td>
<td>5.647e+02</td>
<td>5.430e+02</td>
<td>5.341e+02</td>
<td>5.338e+02</td>
<td>5.318e+02</td>
<td>5.272e+02</td>
</tr>
<tr>
<td>13</td>
<td>1.070e+03</td>
<td>1.030e+03</td>
<td>1.020e+03</td>
<td>1.000e+03</td>
<td>8.748e+02</td>
<td>8.749e+02</td>
<td>8.711e+02</td>
<td>8.631e+02</td>
<td>8.435e+02</td>
<td>8.314e+02</td>
<td>8.239e+02</td>
</tr>
<tr>
<td>14</td>
<td>1.028e+03</td>
<td>1.027e+03</td>
<td>1.021e+03</td>
<td>1.017e+03</td>
<td>1.014e+03</td>
<td>1.010e+03</td>
<td>1.007e+03</td>
<td>0.911e+03</td>
<td>0.890e+03</td>
<td>0.841e+03</td>
<td>0.814e+03</td>
</tr>
<tr>
<td>15</td>
<td>1.440e+03</td>
<td>1.480e+03</td>
<td>1.291e+03</td>
<td>1.259e+03</td>
<td>1.157e+03</td>
<td>1.158e+03</td>
<td>1.149e+03</td>
<td>1.134e+03</td>
<td>1.084e+03</td>
<td>1.078e+03</td>
<td>1.031e+03</td>
</tr>
<tr>
<td>16</td>
<td>1.680e+03</td>
<td>1.677e+03</td>
<td>1.450e+03</td>
<td>1.429e+03</td>
<td>1.339e+03</td>
<td>1.341e+03</td>
<td>1.332e+03</td>
<td>1.230e+03</td>
<td>1.154e+03</td>
<td>1.145e+03</td>
<td>1.100e+03</td>
</tr>
<tr>
<td>17</td>
<td>5.048e+04</td>
<td>5.040e+04</td>
<td>4.075e+04</td>
<td>4.050e+03</td>
<td>3.459e+03</td>
<td>3.457e+03</td>
<td>3.434e+03</td>
<td>3.412e+03</td>
<td>3.225e+03</td>
<td>3.211e+03</td>
<td>3.196e+03</td>
</tr>
<tr>
<td>18</td>
<td>6.840e+04</td>
<td>6.839e+04</td>
<td>5.897e+04</td>
<td>5.262e+04</td>
<td>4.072e+04</td>
<td>4.075e+04</td>
<td>4.067e+04</td>
<td>4.041e+04</td>
<td>3.866e+04</td>
<td>3.767e+04</td>
<td>3.645e+04</td>
</tr>
<tr>
<td>19</td>
<td>8.280e+04</td>
<td>8.280e+04</td>
<td>7.158e+04</td>
<td>7.118e+04</td>
<td>6.586e+04</td>
<td>6.585e+04</td>
<td>6.571e+04</td>
<td>6.542e+04</td>
<td>6.288e+04</td>
<td>5.378e+04</td>
<td>5.258e+04</td>
</tr>
<tr>
<td>20</td>
<td>1.12428e+05</td>
<td>1.1196e+05</td>
<td>1.0012e+05</td>
<td>8.356e+04</td>
<td>7.271e+04</td>
<td>7.270e+04</td>
<td>7.118e+04</td>
<td>7.032e+04</td>
<td>7.020e+04</td>
<td>6.974e+04</td>
<td>6.564e+04</td>
</tr>
</tbody>
</table>
Table 11: Statistical Analysis of Proposed BA and MBA Algorithms to find Near–OGRs for different channels in terms of mean and standard deviation

<table>
<thead>
<tr>
<th>n</th>
<th>RL</th>
<th>CPU Time (Sec.)</th>
<th>BA</th>
<th>CPU Time (Sec.)</th>
<th>BAM</th>
<th>CPU Time (Sec.)</th>
<th>BIA</th>
<th>CPU Time (Sec.)</th>
<th>LBA</th>
<th>CPU Time (Sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6.4 ±0.5</td>
<td>11.16 ±0.8</td>
<td>0 ±0</td>
<td>6.12 ±0.3316</td>
<td>11.16 ±0.8</td>
<td>6.28 ±0.27689</td>
<td>11.08 ±0.07667</td>
<td>0 ±0</td>
<td>6.08 ±0.27689</td>
<td>11 ±0</td>
</tr>
<tr>
<td>5</td>
<td>11.32 ±0.5568</td>
<td>24.48 ±0.8718</td>
<td>1.16e-02 ±1.4e-03</td>
<td>11.44 ±0.636</td>
<td>24.4 ±0.48660</td>
<td>1.0e+03 ±1.8708e+04</td>
<td>11.36 ±0.4899</td>
<td>24.28 ±0.9798</td>
<td>1e+03 ±1.8464e+04</td>
<td>11.36 ±0.4899</td>
</tr>
<tr>
<td>6</td>
<td>17.55999 ±0.86167</td>
<td>43.28 ±0.93631</td>
<td>0.42439 ±0.01619</td>
<td>17.28 ±0.67623</td>
<td>43.64 ±0.75719</td>
<td>5.25e-02 ±1.87e-03</td>
<td>17.28 ±0.67623</td>
<td>43.64 ±0.75719</td>
<td>5.19e+02 ±7.0828e+04</td>
<td>17.32 ±0.47609</td>
</tr>
<tr>
<td>8</td>
<td>36.8 ±0.52311</td>
<td>114.76 ±0.20265</td>
<td>1.0172 ±0.18 ±0.03</td>
<td>34.8 ±1.8708</td>
<td>116.36 ±1.4967</td>
<td>0.1387 ±0.2e+04</td>
<td>36.8 ±1.8708</td>
<td>116.36 ±1.4967</td>
<td>0 ±1.378 ±2.0e+03</td>
<td>34.6 ±1.583</td>
</tr>
<tr>
<td>12</td>
<td>85 ±0.0</td>
<td>503 ±0.0</td>
<td>6.052e-02 ±1.73212</td>
<td>85 ±0.0</td>
<td>503 ±0.0</td>
<td>5.651±0.2 ±0.6547</td>
<td>85 ±0.0 (10%)</td>
<td>503 ±0.0 (100%)</td>
<td>5.646±0.2 ±6.9</td>
<td>85 ±0.0</td>
</tr>
</tbody>
</table>

Table 12: Statistical Analysis of Proposed CSA, CSAM, FPA, and FPAM Algorithms to find Near–OGRs for different channels in terms of mean and standard deviation

<table>
<thead>
<tr>
<th>n</th>
<th>RL</th>
<th>CPU Time (Sec.)</th>
<th>CSA</th>
<th>CPU Time (Sec.)</th>
<th>CSAM</th>
<th>CPU Time (Sec.)</th>
<th>FPA</th>
<th>CPU Time (Sec.)</th>
<th>FPAM</th>
<th>CPU Time (Sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6.08 ±0.27689</td>
<td>11 ±0.0</td>
<td>6.0±0.2</td>
<td>11 ±0.0</td>
<td>6.0 ±0.0</td>
<td>11 ±0.0</td>
<td>6.0 ±0.0</td>
<td>11 ±0.0</td>
<td>6.0 ±0.0</td>
<td>11 ±0.0</td>
</tr>
<tr>
<td>5</td>
<td>11.06 ±0.2</td>
<td>24.92 ±0.4</td>
<td>1.0e-03 ±1e-04</td>
<td>11.04 ±0.2</td>
<td>24.92 ±0.4</td>
<td>1.0e+03 ±1e-05</td>
<td>11.0 ±0.0</td>
<td>25 ±0.0</td>
<td>1.0e-03 ±6e-05</td>
<td>11.0 ±0.0</td>
</tr>
<tr>
<td>6</td>
<td>17.59 ±0.60825</td>
<td>43.72 ±1.6165</td>
<td>4.88e+02 ±3.94e+03</td>
<td>17.08 ±0.27689</td>
<td>4.38e+04 ±5.377</td>
<td>4.86e+02 ±3.28617e+03</td>
<td>17.04 ±0.2</td>
<td>44.04 ±0.73685</td>
<td>4.86e+02 ±3.2868e+03</td>
<td>17.04 ±0.2</td>
</tr>
<tr>
<td>8</td>
<td>34.8 ±1.8708</td>
<td>116.36 ±1.4967</td>
<td>0.1369 ±1.0e+03</td>
<td>34.4 ±1.3844</td>
<td>116.8 ±0.8</td>
<td>0.138 ±2.7e+07</td>
<td>34. ±1.316</td>
<td>116.8 ±0.8</td>
<td>0.138 ±7.165e+07</td>
<td>34. ±1.316</td>
</tr>
<tr>
<td>12</td>
<td>85 ±0.0</td>
<td>503 ±0.0</td>
<td>5.341e+02 ±2.03211</td>
<td>85 ±0.0</td>
<td>503 ±0.0</td>
<td>5.338±0.2 ±3.161</td>
<td>85 ±0.0</td>
<td>503 ±0.0</td>
<td>5.318±0.2 ±2.002</td>
<td>85 ±0.0</td>
</tr>
<tr>
<td>14</td>
<td>127 ±0.0</td>
<td>924 ±0.0</td>
<td>1.0073 ±0.1 ±0.03</td>
<td>127 ±0.0</td>
<td>924 ±0.0</td>
<td>0.911±0.0 ±0.4397</td>
<td>127 ±0.0</td>
<td>924 ±0.0</td>
<td>0.890±0.0 ±0.2457</td>
<td>127 ±0.0</td>
</tr>
<tr>
<td>16</td>
<td>177 ±0.0</td>
<td>1298 ±0.0</td>
<td>1.230±0 ±0.2796</td>
<td>177 ±0.0</td>
<td>1298 ±0.0</td>
<td>1.156±0.3 ±0.2</td>
<td>177 ±0.0</td>
<td>1298 ±0.0</td>
<td>1.165±0.3 ±0.2</td>
<td>177 ±0.0</td>
</tr>
<tr>
<td>18</td>
<td>216 ±0.0</td>
<td>1894 ±0.0</td>
<td>4.041±0 ±0.9798</td>
<td>216 ±0.0</td>
<td>1894 ±0.0</td>
<td>3.866±0.4 ±0.8</td>
<td>216 ±0.0</td>
<td>1894 ±0.0</td>
<td>3.767±0.4 ±0.6</td>
<td>216 ±0.0</td>
</tr>
<tr>
<td>20</td>
<td>283 ±0.0</td>
<td>2794 ±0.0</td>
<td>7.02e+0 ±0.4</td>
<td>283 ±0.0</td>
<td>2794 ±0.0</td>
<td>7.0e+0 ±0.27689</td>
<td>283 ±0.0</td>
<td>2794 ±0.0</td>
<td>6.97e+0 ±0.23999</td>
<td>283 ±0.0</td>
</tr>
</tbody>
</table>
Table 13: Average rankings of all the proposed algorithms estimated by the Friedman’s non-parametric test for OGRs problem

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPAM</td>
<td>3.7500</td>
</tr>
<tr>
<td>FPA</td>
<td>3.7500</td>
</tr>
<tr>
<td>CSAM</td>
<td>3.7500</td>
</tr>
<tr>
<td>CSA</td>
<td>4.1111</td>
</tr>
<tr>
<td>LBAM</td>
<td>4.1111</td>
</tr>
<tr>
<td>LBA</td>
<td>5.2778</td>
</tr>
<tr>
<td>MBA</td>
<td>5.5833</td>
</tr>
<tr>
<td>BA</td>
<td>5.6667</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RL</th>
<th>TBW (Hz)</th>
<th>CPU Time (Sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPAM</td>
<td>3.7500</td>
<td>3.7500</td>
<td>1.5556</td>
</tr>
<tr>
<td>FPA</td>
<td>3.7500</td>
<td>3.9444</td>
<td>2.4167</td>
</tr>
<tr>
<td>CSAM</td>
<td>3.7500</td>
<td>4.0000</td>
<td>3.1944</td>
</tr>
<tr>
<td>CSA</td>
<td>4.1111</td>
<td>4.0278</td>
<td>4.1111</td>
</tr>
<tr>
<td>LBAM</td>
<td>4.1111</td>
<td>4.1389</td>
<td>4.8611</td>
</tr>
<tr>
<td>LBA</td>
<td>5.2778</td>
<td>5.0833</td>
<td>5.9722</td>
</tr>
<tr>
<td>MBA</td>
<td>5.5833</td>
<td>5.3889</td>
<td>6.2778</td>
</tr>
<tr>
<td>BA</td>
<td>5.6667</td>
<td>5.6667</td>
<td>7.6111</td>
</tr>
</tbody>
</table>

Friedman’s statistic value: 10.116, p-value: <0.00001

Table 14: Unadjusted and adjusted p-values found for RL, TBW, and CPU time through Holm’s post-hoc procedure with FPAM as control algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RL</th>
<th>TBW (Hz)</th>
<th>CPU Time (Sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPA</td>
<td>6.121536e–10</td>
<td>2.040512e–10</td>
<td>2.893099e–08</td>
</tr>
<tr>
<td>CSAM</td>
<td>2.829387e–09</td>
<td>5.281522e–10</td>
<td>0.000003</td>
</tr>
<tr>
<td>CSA</td>
<td>7.224396e–07</td>
<td>9.194686e–08</td>
<td>0.000192</td>
</tr>
<tr>
<td>LBAM</td>
<td>1.0</td>
<td>0.211576</td>
<td>1.0</td>
</tr>
<tr>
<td>LBA</td>
<td>1.0</td>
<td>0.211576</td>
<td>1.0</td>
</tr>
<tr>
<td>MBA</td>
<td>1.0</td>
<td>1.0</td>
<td>0.518484</td>
</tr>
<tr>
<td>BA</td>
<td>1.0</td>
<td>1.0</td>
<td>0.611701</td>
</tr>
</tbody>
</table>

Unadjusted p-value: 1.5707982e–47 | Adjusted p-value: 1.5707982e–47
The performance evaluation of proposed nature–inspired metaheuristic algorithms implies that the proposed algorithm FPAM is potentially more powerful and thus should be investigated further in many applications of industrial and engineering optimization problems.

6 Conclusions and Future Work

In this paper, WDM channel allocation algorithm by considering the concept of OGR sequence was presented. Finding either optimal or near–OGR sequences through conventional computing algorithms is computationally hard problem. The aim to use nature–inspired metaheuristic algorithms was not necessarily to produce perfect results, but to produce the near–to–optimal results under the given constraints. This paper presented the application of three nature–inspired algorithms (BA, CSA and FPA) and their modified forms (MBA, CSAM and FPAM) to solve near–OGRs problem. The proposed algorithms were validated and compared with other existing algorithms to find near–OGRs. It was observed that modified forms, enumerate near–OGRs very efficiently and more effectively than their simplified forms. Simulated results showed that the proposed algorithms are superior to the existing algorithms in terms of ruler length, total optical channel bandwidth, computational complexity and computation time. From preliminary results it was also concluded that algorithm MBA outperforms BA, CSAM outperforms both MBA and CSA, whereas FPAM slightly outperforms MBA, CSAM and FPA in terms of experimental computation time, computational complexity and maximum number of iterations needed to find optimal and near–optimal Golomb rulers. This implies that FPAM is potentially more superior to all other algorithms for solving such NP–complete problems in terms of both efficiency and success rate.

To date, the research done in [1, 3–7, 10–16, 30, 33] do not show the implementation of their algorithm in real WDM systems. Although numerous algorithms have been suggested for finding near–OGRs, there is no uniformly accepted formulation yet. So, in order for these algorithms to be of practical use, it is desired that the performance of these algorithms for higher order OGRs up to about several thousand channels is evaluated and used to provide unequal channel spacing in the real WDM system. Though this process will be very time consuming, this needs to be done for this work to be of some use in the field of communication engineering.
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