Mesoscopic description of boundary effects in nanoscale heat transport

Abstract

We review some of the most important phenomena due to the phonon-wall collisions in nonlocal heat transport in nanosystems, and show how they may be described through certain slip boundary conditions in phonon hydrodynamics. Heat conduction in nanowires of different cross sections and in thin layers is analyzed, and the dependence of the thermal conductivity on the geometry, as well as on the roughness is pointed out. We also analyze the effects of the roughness of the surface of the pores on the thermal conductivity of porous silicon. Thermoelectric effects are considered as well.
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1. Bulk and wall heat flux in nanosystems

Nowadays, the macroscopic derivation of generalized transport equations including memory and nonlocal effects has been fostered by the increasing interest in micro/nanoelectronics [23, 35, 63, 72, 81, 117, 126]. The most usual approach to these problems is a microscopic one, based on the Boltzmann equation, but here we will focus our interest on a mesoscopic approach. Indeed, there is a current interest for mesoscopic modelizations based on generalized heat transport equations simpler than the much more complex and detailed microscopic approach. Three such approaches are the so-called phonon hydrodynamics [28–30], the so-called thermomass theory [18, 46, 47], and the dual-lag model [117, 118]. These models consider the heat carriers as a fluid whose hydrodynamic-like equations describe the heat transport. Here we will address mainly the phonon-hydrodynamic model because it has paid more attention to boundary conditions, since the corresponding heat-transfer equation contains a nonlocal term of higher order than in the thermomass theory. The thermomass heat transfer equation will be briefly commented at the end of the paper.

In the linear regime the phonon hydrodynamics, wherein the phonons represent the main heat carriers, is based on the Guyer-Krumhansl transport equation [1, 26, 27, 49, 50, 63, 118] for the heat flux \( q \), i.e.,

\[
\tau \dot{q} + q = -\kappa_0 \nabla T + \ell^2 \left( \nabla^2 q + 2 \nabla \nabla \cdot q \right),
\]

where \( \tau \) is the relaxation time due to the resistive (quasi-momentum not conserved) scattering of phonons in the bulk, \( T \) is the temperature, and \( \ell \) is the mean-free path (mfp). Moreover, in Eq. (1) \( \kappa_0 \) represents the Ziman limit [129] for...
the bulk thermal conductivity, namely, $\kappa_0 = \rho c_v T^2 / (3\tau)$, where $\rho$ is the mass density, $c_v$ is the specific heat per unit mass at constant volume, and $\tau$ is the average speed of phonons. Although we refer to Eq. (1) as the Guyer-Krumhansl equation, it is worth noticing that it has in fact important differences with respect to the original proposal of Guyer and Krumhansl [1, 49, 50], the main being the way as boundary conditions are included in the model. Originally, those authors considered a boundary relaxation-time $\tau_b$ that they added to the usual relaxation time due to resistive mechanisms by the use of Matthiessen rule as $\tau^{-1} = \tau^{-1}_r + \tau^{-1}_d + \tau^{-1}_u$, with $\tau_r$ being the relaxation time of umklapp-phonon collisions, $\tau_d$ being the relaxation time of phonon-defect collisions. Once the combined resistive-boundary collision time was obtained, the thermal conductivity $\kappa$ (depending on the size of the system through the $\tau_b$-dependence of $\tau$) was obtained and used in the first term of the right-hand side of Eq. (1), instead of $\kappa_0$. Moreover, the mfp $\ell$ was calculated as $\ell^2 = \tau N / \tau_b$, where $N$ is the relaxation time of normal (momentum conserving) interactions between phonons. In what follows, we do not include the boundary collision time $\tau_b$ in the differential equation (1), but in suitable boundary constitutive equations [2, 73, 101, 102].

Following this approach, the resistive relaxation time may be evaluated as $\tau^{-1} = \tau^{-1}_r + \tau^{-1}_d + \tau^{-1}_u$, the mfp appearing in Eq. (1) is calculated by the usual resistive value $\ell = \tau \tau$, and therein the bulk thermal conductivity $\kappa_0$ is used instead of $\kappa$. Therefore, when in the next we refer to Eq. (1) as the Guyer-Krumhansl equation, it will be understood that we are referring to its mathematical form, rather than to the interpretation of the coefficients appearing in it. In this review paper, we focus our attention on the modelization of the constitutive equations for a slip heat flux along the walls necessary to complement Eq. (1) and its many consequences.

Equation (1) generalizes the classical Fourier equation

$$q = -\kappa_0 \nabla T,$$

(2)

by including both relaxation effects (characterized by the relaxation time $\tau$), and nonlocal effects (characterized by the mfp $\ell$), in such a way that when these effects are negligible, Eq. (1) reduces to Eq. (2). Indeed, whenever only nonlocal effects are negligible in heat propagation, Eq. (1) turns out the Maxwell-Cattaneo-Vernotte equation [19, 20]

$$\tau q + q = -\kappa_0 \nabla T,$$

(3)

which accounts for heat conduction with finite speed of thermal disturbances [25, 112].

In the microscopic approach Eq. (1) has been derived by solving the linearized Boltzmann equation for phonons [1, 23, 49, 50]. As a consequence, it is not suitable to account for nonlinear effects, which instead are usual at the micro/nanoscale, since even small differences of temperature, over a reduced length-scale may produce strong gradients. However, extensions of Eq. (1) to the nonlinear regime may be obtained in the framework of Extended Irreversible Thermodynamics [27, 29, 30, 71], a theory which upgrades the dissipative fluxes to the rank of independent thermodynamic variables [62, 63, 72, 73], while nonlinear generalizations of Eq. (3) have been obtained in the framework of the thermomass theory [18, 46, 47], which also pays a special attention to nonlinear terms in the heat transport equation.

The analysis of heat conduction in rigid bodies (as one may consider nanosystems) requires to complement Eq. (1) by the local balance of the energy which, in the absence of external sources reads

$$\dot{u} + \nabla \cdot q = 0,$$

(4)

with $u$ being the internal energy per unit volume. In particular, when Eq. (4) is taken into account in the last term of Eq. (1), in the steady state the latter reduces to the following nonlocal constitutive equation for the heat flux:

$$q = -\kappa_0 \nabla T + \ell^2 \nabla^2 q.$$

(5)

In nanosystems one may have on many occasions that the characteristic size $d$ of the systems is considerably smaller than $\ell$, and therefore, in Eq. (5), one can often neglect the heat flux $q$ with respect to $\ell^2 \nabla^2 q$. In fact, since in nanosystems $\ell^2 \nabla^2 q \approx \text{Kn}^2 q \gg q$, with the Knudsen number $\text{Kn} = \ell / d$ generally reaching values of the order of 1 (or relatively higher than 1), the nonlocal term in Eq. (5) may be more important than the heat flux itself [2, 4, 101, 102], and that equation reduces to

$$\nabla^2 q = \frac{\kappa_0}{\ell^2} \nabla T.$$

(6)
Equation (6) is analogous to the Navier-Stokes equation for steady states and for those situations in which the nonlinear convective term is null (or may be negligible), i.e.,

\[ \nabla^2 \mathbf{v} = \frac{1}{\eta} \nabla p, \]

\( \eta \) being the shear viscosity of the fluid, \( \mathbf{v} \) is the velocity of the fluid, and \( p \) is the pressure. The analytical resemblance between Eqs. (6) and (7) motivates the definition of ‘hydrodynamic regime’ for those situations in which the heat flux obeys Eq. (6), and allows one to identify the ‘viscosity’ of phonons in terms of the thermal conductivity and the mfp.

In what follows we limit ourselves to consider only nanosystems in the linear regime, so that either Eq. (1), or one of its stationary versions (5) and (6), hold. Indeed, Eqs. (1) and (6) are second-order (in space) partial differential equations whose solution can be achieved only if suitable boundary conditions are given. We will assume for simplicity that the heat loss across the lateral walls is negligible. Notwithstanding, due to the several phonon-wall collisions, a slip-flow contribution along the wall \( q_w \) additional to the bulk heat flux should be expected. This wall heat flux, in general, is restricted only to a thin region near the walls (the so-called Knudsen layer), whose thickness is of the order of the phonon mfp. Far from the wall it may be neglected. However, in nanosystems of dimension comparable to (or smaller than) \( \ell \), \( q_w \) will extend in the whole system and it may be assumed as a constant contribution.

To evaluate it, helpful suggestions can be achieved from microfluidics [15]. This is a new interdisciplinary field of research that is concerned with the handling and transport of small amounts (nano/picoliters) of liquid. Its main task is the reproduction on a chip of millimetric size of all operations (synthesis, separation, analysis ...) that currently require the use of various laboratories. Regardless of achieving this ambitious goal, microfluidic chips are already used in many laboratories for the considerable advantages which are all derived from low-volume fluid treated [84]. For example, these devices provide portability, a high control of flows, a reduction in the time to synthesize and analyze a product. A very promising field in the microfluidics perspectives is the ‘droplet logic’, a new area of research in which a drop of liquid moving in a microchannel represents one bit. This allows to perform logical operations through the transport of material.

In Tab. 1 the main analogies between integrated circuits and microfluidic chips are pointed out [88].

| Table 1. Analogies between integrated circuits and microfluidic chips. |
|------------------------------|----------------|----------------|
| **Transported quantity**     | **Integrated circuit** | **Microfluidic chip** |
| Material                     | Energy         | Mass           |
| Channel size                 | nm             | \( \mu \) m    |
| Transport regime             | Phonon hydrodynamics | Laminar fluid-dynamics |

In microfluidics, the behavior of the fluid in the center of the tubes is governed by the usual Navier-Stokes equations. Along the surface it is not always assumed the usual non-slip condition for the velocity (i.e., vanishing velocity along the wall) but a slip flow is assumed in principle. The two mostly-used types of boundary conditions are:

First-order slip condition

\[ v_w = c \ell \frac{\partial v_0}{\partial \xi}, \]

Second-order slip condition

\[ v_w = c \ell \frac{\partial v_0}{\partial \xi} - a \ell^2 \frac{\partial^2 v_0}{\partial \xi^2}. \]

In the equations above \( v_w \) and \( v_0 \) represent, respectively, the velocity of the fluid on the wall of the microchannel containing the fluid and in the bulk, \( \ell \) is the mfp of the particles, and \( \xi \) means the outward normal direction to the boundary. Moreover, \( c \) and \( a \) are positive constants, related to the properties of the walls [22, 44, 113]. Cercignani was the first to propose a second-order slip condition of the type (8b) in rarefied gas dynamics, and his model is in good agreement with solutions of the linearized Boltzmann equation for a hard-sphere gas in a wide range of rarefaction [21, 51]. In the hydrodynamic context, the first-order slip model (8a) is also known as Maxwell slip model [16, 68]. Whenever the second-order slip model (8b) is used, instead, it is speaking about the so-called second-order slip model [57] when \( a = 1/2 \), and it is speaking about the so-called 1.5-model [89] when \( a = 2/9 \).
Due to the analogies mentioned above, the following first- and second-order constitutive equations for $q_w$ have been recently proposed by Jou and co-workers [2, 4, 66, 101–104, 108] for nanosystems:

\[ q_w = C \ell \frac{\partial q_b}{\partial \xi}, \]  
\[ q_w = C \ell \frac{\partial q_b}{\partial \xi} - \alpha \ell^2 \frac{\partial^2 q_b}{\partial \xi^2}, \]  

(9a)  
(9b)

where $q_w$ and $q_b$ represent, respectively, the wall contribution to the local heat flux and the bulk one. Moreover $C$ and $\alpha$ are positive constants, related to the properties of the walls. In Refs. [2, 4, 66, 101–104, 108] these conditions are used in non-standard way, assuming that the overall heat flux is given by $q = q_b + q_w$. Thus, in steady-state situations the local heat flux $q$ can be calculated as follows: first, one can solve either Eq. (5) (if $Kn$ is less than, or comparable to, 1) or Eq. (6) (if $Kn$ is larger than 1) with vanishing heat flux on the boundary. Then, the additional flux $q_w$ (still given by one of Eqs. (9)) is added to $q_b$. It is usually admitted that $q$ takes the value $q_b$ in the bulk and $q_w$ at the wall: although boundary conditions strongly determine the behavior of a system, one could nevertheless expect that the thermal conductivity is depending on $q_w$ in the bulk, and on $q_b$ on the wall. Indeed, from the physical point of view, the boundary is never a true surface, but rather a thin layer, whose dimension is of the order of magnitude of the mfp of the heat carriers (that is, the Knudsen layer). On the other hand, due to the small dimensions of the systems at hand, the Knudsen layer pervades the whole system, so that the heat flux on the boundary, i.e., in the Knudsen layer, is superposed to the heat flux in the bulk. This fact suggests to assume $q = q_b + q_w$ as the overall heat flux and suppose that the thermal conductivity depends on it.

In an extension of Ref. [65], Lebon et al. [74] have carried out a separate thermodynamic analysis of the constitutive equations for bulk and wall heat flux. Though in steady states the effective thermal conductivity is a macroscopic quantity in which both bulk effects and boundary effects are superposed, both contributions could be in principle differentiated if one combines steady-state results with frequency-dependent thermal conductivity [103], heat wave analyses [66], and heat fluctuations [65, 82], which provide independent information. Up to now, however, we are not aware of experimental measurements.

Although heuristic, the method allows to take into account the phonon-wall interactions in nanosystems [64] still remaining in a macroscopic framework. Moreover, it is conceptually appealing since it uses well-known results of rarefied gas dynamics, but applied to a phonon gas [23, 64].

The coefficient $C$ describes the specular and diffusive collisions of the phonons with the walls, whereas $\alpha$ accounts for phonon backscattering. Both coefficients are temperature dependent and are related to the properties of the walls [101, 102], which may be smooth or rough [40]. In particular, as it has been pointed out in Ref. [101], the second-order constitutive equation (9b) allows to predict a minimum radius for the transversal section of a nanowire (see Eq. (17) therein), in such a way that if the characteristic size of the system becomes smaller than that value, the system at hand stops to be a conductor and becomes an insulator. This recalls the idea of the metal-insulator Anderson transition [33, 42].

More general situations can be treated at the price of more mathematical complexity. For instance, in nanowires undergoing high-frequency perturbations, it is necessary to assume a relaxation of the heat flux on the boundary too (analogous to the relaxation term appearing in the Maxwell-Cattaneo (3), but referred to the slip heat flux), through a dynamical constitutive equation of the type [66]

\[ \tau_w q_w + q_w = C \ell \frac{\partial q_b}{\partial \xi} - \alpha \ell^2 \frac{\partial^2 q_b}{\partial \xi^2}. \]  

(10)

In Eq. (10) $\tau_w$ represents a suitable relaxation time accounting for the frequency of phonon-wall collisions. Since these interactions may produce specular, diffusive and backward reflections of the phonons, the Matthiessen’s rule yields $\tau_w^{-1} = \tau_{\text{spec}}^{-1} + \tau_{\text{diff}}^{-1} + \tau_{\text{back}}^{-1}$, where $\tau_{\text{spec}}$, $\tau_{\text{diff}}$ and $\tau_{\text{back}}$ refer to the characteristic time of specular collisions, diffuse collisions and backscattering, respectively.

It is possible to obtain a qualitative estimation of $\tau_w$ by evaluating the total frequency of collisions between phonons and walls. Since a wall, in principle, has both smooth regions of width $D$ and rough regions of peaks $\Delta$ (see Fig. 1 for a qualitative sketch of the wall features), in a tentative way it is possible to write

\[ \frac{1}{\tau_w} = \frac{\tau}{d} \left( \frac{D}{D + \Delta} \right) + \frac{\tau}{d - \Delta} \left( \frac{\Delta}{D + \Delta} \right). \]  

(11)
In Eq. (11) the ratio \(D/(D+\Delta)\) indicates the probability of finding a smooth region, and \(\Delta/(D+\Delta)\) the probability of finding a peak (we are assuming for the sake of simplicity that the width of the peaks is proportional to their height).

In the case of smooth walls (i.e., when \(\Delta/D \to 0\)), one has \(\tau_w = R/\epsilon\). In the limit case of very rough walls (i.e., when \(\Delta \to R\)), \(\tau_w = 0\): the phonons cannot advance in the nanowire because there is no free space to go ahead.

![Specular and diffusive reflections](image1)

(a) Specular and diffusive reflections
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(b) Backward reflections

**Fig 1.** Different degree of roughness of a wall, described by the parameters \(\Delta\) (height of the roughness peaks) and \(D\) (separation of neighboring roughness peaks). When the ratio \(\Delta/D \to 0\) (or in the limit case when \(\Delta = 0\) nm), only specular and diffusive scattering is expected (Fig. 1a). Otherwise, backscattering is expected (Fig. 1b). Furthermore, when \(D = \Delta\) the surface has no flat regions, but it is completely rough. In figure, the red circle represents the heat carrier.

We observe that suitable boundary conditions are also important to study fluctuations of the heat flux, or other fluxes, which are expected to be important because of the small sizes involved in nanosystems. In particular, in Ref. [64] the second moment of fluctuations around equilibrium systems is studied. This is a topic which is well known for diffusive transport equations through the fluctuation-dissipation theorem but less explored for ballistic transport, with strong influence of boundary effects.

Another interesting situation is the simultaneous transfer of thermal and electric current, due to the motion along the conductor of two different types of heat carriers: phonons and electrons. In such a case it is possible the conversion of heat current into electric current through thermoelectric effects, i.e., the direct conversion of temperature differences to electric voltage and vice-versa [8, 10, 13, 36, 109, 115]. In fact, a thermoelectric device is capable to create a voltage whenever there is a different temperature on each side and, conversely, when a voltage is applied to it, a temperature difference arises. The term thermoelectric effect encompasses two different phenomena: the Peltier effect, i.e., the exchange of heat at an electrified junction of two different metals, and the Seebeck effect, namely, the conversion of temperature differences directly into electricity. The combination of both these effects could yield, in total, big amounts of available electric energy by the application of relatively small temperature differences across thin interfaces separating different materials. The thermodynamic efficiency of this type of devices may be evaluated through the dimensionless parameter \(ZT\), with \(T\) being the absolute temperature, and \(Z\) is the so-called figure-of-merit [9, 31, 58, 60, 91, 94], defined as

\[
Z = \frac{\epsilon^2 \sigma_v}{\kappa_v + \kappa_p},
\]

wherein \(\epsilon\) is the Seebeck coefficient, \(\sigma_v\) is the electrical conductivity, and \(\kappa_v\) and \(\kappa_p\) are the thermal conductivities due to electrons and phonons, respectively [111]. Since a larger value of \(ZT\) indicates a greater thermodynamic efficiency [72], the evaluation of \(ZT\) is important for comparing the potential efficiency of devices using different materials.

One of the most explored possibilities is the junction of two nanostructured crystals of different type (as for example nanowires made of InSb, InAs, GaAs and InP), in which the heat is carried by phonons and electrons. This problem can be addressed from a microscopic point of view by solving the Boltzmann equation for phonons and electrons [78, 86, 87, 121]. However, as a first and easy step in the analysis of thermoelectric effects, one should look for generalized transport equations describing heat and electric transport with thermoelectric coupling. In this light, a helpful working hypothesis
is that the heat flux $q$ has two different contributions: the phonon heat flux $q^{(p)}$ and the electron heat flux $q^{(e)}$, such that $q = q^{(p)} + q^{(e)}$. Thus, the following partial energy balances hold

$$\dot{u}^{(p)} + \nabla \cdot q^{(p)} = 0, \quad (13a)$$
$$\dot{u}^{(e)} + \nabla \cdot q^{(e)} = E \cdot I, \quad (13b)$$

where $\dot{u}^{(p)}$ and $\dot{u}^{(e)}$ are the partial internal energies per unit of volume, $E$ is the electric field, and $I$ is the electric–current density. For non-polarized materials, beside Eqs. (13), additional evolution equations for the fluxes $q^{(p)}$, $q^{(e)}$ and $I$ are needed, and we take for them the following nonlocal expressions [67]

$$\tau_p \dot{q}^{(p)} + q^{(p)} = -\kappa_p \nabla T + \ell_p^2 \left( \nabla^2 q^{(p)} + 2 \nabla \nabla \cdot q^{(p)} \right), \quad (14a)$$
$$\tau_e \dot{q}^{(e)} + q^{(e)} = -\left( \kappa_e + \epsilon \Pi \sigma_e \right) \nabla T + \ell_e^2 \left( \nabla^2 q^{(e)} + 2 \nabla \nabla \cdot q^{(e)} \right) + \Pi \sigma_e E, \quad (14b)$$
$$\tau_I I + I = \sigma_e \left( E - \epsilon \nabla T \right) + \ell_I^2 \left( \nabla^2 I + 2 \nabla \nabla \cdot I \right), \quad (14c)$$

where $\{\tau_p; \ell_p\}$, $\{\tau_e; \ell_e\}$ and $\{\tau_I; \ell_I\}$ are the relaxation time and the mfp of phonons, electrons and electric current [49, 50, 56, 67], respectively, while $\Pi$ is the Peltier coefficient. The model above, when complemented with the constitutive equations (9), allows to describe the size dependency of the figure-of-merit in cylindrical nanowires.

A further problem which deserves consideration is the pore–size dependency of the thermal conductivity in porous silicon (pSi), namely, a form of the chemical element silicon in a microstructure in which the pores have been generated by a suitable chemical process. Porous silicon was discovered in 1956 by Uhlir [120], although significant interest in this material is only recent, due to the work by Canham [17] demonstrating the room–temperature photoluminescence properties of pSi, which fostered the attention of the scientific community and firstly stimulated research on its use for optoelectronic circuits. Nowadays, the use of pSi may be found in Light Emitting Diodes (LEDs), electronics and sensors. Recently, pSi has also become of much interest in nanoscale heat transport [23, 117, 126]. The optimization of its use in practical applications requires a good knowledge about its thermal properties. Among all the thermal properties, special attention has been paid to the thermal conductivity for the use of pSi as device isolation in integrated circuits [59, 122]. In fact, the pSi thermal conductivity has been measured to be two to five orders of magnitude smaller than that of the bulk silicon, and decreases greatly for increasing porosity [11, 24, 43, 76, 110], that is, the volume fraction corresponding to the pores.

The simplest theoretical model prescribes that the thermal-conductivity of a porous medium $\kappa_t$ depends only on the porosity $\phi$ [95], as

$$\kappa_t = f(\phi) \kappa_0, \quad (15)$$

with $f(\phi)$ being a suitable function of the porosity, whose value is smaller than 1. Different models differ from each other in the form of this function [43, 80, 114]. Indeed, we can show that, if the models above are enriched by introducing the role of the pores (characteristic sizes, internal rearrangement and their rugosity), the theoretical values of the thermal conductivity are closer to the measured ones.

In the present paper we review the main results which can be obtained, in different situations, by applying one of the non-standard constitutive equations for $q_t$, illustrated above to nanowires, nanotubes or thin layers. To this end we analyze the most essential physical parameter related to the heat conduction in nanosystems, i.e., the effective heat conductivity. For a nanosystem of length $L$ and cross section of area $A$, at the ends of which a difference of temperature $\Delta T$ is applied, and through which a total heat per unit of time $Q_{\text{tot}}$ is flowing, the effective thermal conductivity is defined as

$$\kappa_{\text{eff}} = \frac{Q_{\text{tot}}}{A \Delta T}. \quad (16)$$

In analogous way it is possible to define other effective parameters, such as the effective electrical conductivity or the effective Seebeck coefficient. The importance of such effective coefficients lies on the fact that they represent what can be measured in practice. Later, we will show that they can depend on several parameters as, for instance, the geometrical shape of the system, the frequency of the initial heat impulse, as well as the roughness of the walls. These dependencies still will be pointed out owing to the application of the constitutive equations for $q_t$ introduced by Eqs. (9).
It seems important to stress that the theoretical results of the present review are not completely conclusive on this point, as they do not incorporate quantum localization effects, which may play a very relevant role when the characteristic size of the system becomes comparable to (or less than) the predominant phonon wavelength, which is inversely proportional to the absolute temperature. Since at temperature of 10 K the predominant phonon wavelength is of the order of a few nanometers, it turns out that quantum localization effects are expected to be very important only for very low temperatures or very thin nanowires, which will not be considered here. Thus, we explicitly note that the mesoscopic approach used here to estimate the size effects does not aim to replace either the quantum theory, or the fundamental physics at nanoscale, which are much detailed approaches. From the practical point of view, this approach must be understood only as an easy and fast tool, providing a relatively simple first analysis of some of the most promising situations, which afterward should be studied in deeper detail.

In Sec. 2 we consider nanowires and thin layers of different cross sections, and show how the geometry of the cross section, as well as its dimensions, may influence the value of the effective thermal conductivity.

In Sec. 3 we analyze more refined models of walls, pointing out the dependence of the effective thermal conductivity on the roughness, which may be incorporated in the coefficients $C$ and $\alpha$.

In Sec. 4 we focus on non-steady situations, generated by a time-dependent boundary heat impulse. By combining the phonon-hydrodynamic approach with the dynamical constitutive equation (10) we show how, in such a case, the effective thermal conductivity depends on the frequency of the boundary heat impulse.

In Sec. 5 we study the thermoelectric effects by applying the system (14) together with the first-order constitutive equation (9a), in order to point out the dependence of the figure-of-merit of cylindrical nanowires on the radius.

In Sec. 6 we use the phonon-hydrodynamic approach to estimate the pores dependence of the effective thermal conductivity in porous silicon. We show that theoretical predictions including the role of the pores better fit with experimental values, in comparison with theoretical predictions which do not account for the role of the pores.

In Sec. 7 we review some open problems, both theoretical and applied, which deserve consideration and that should be analyzed in future research. Moreover, in this section we point out the main feature of another mesoscopic approach in heat transport at nanoscale, that is, the thermomass theory [18, 34, 46, 47, 118, 119, 124] which also deserves a closer attention.

2. Geometrical dependence of the effective thermal conductivity

One of the most well-known observations in small systems is that the effective thermal conductivity depends not only on the material, but also on the geometry of the system, both in the size as in the shape. To describe the experimental results on such geometrical dependence one can use the kinetic theory of phonons in small systems, or the molecular dynamical simulations, or the mesoscopic transport theories. Such a dependency does not contradict the general principles of continuum physics. Indeed, since in classical mechanics the size and the shape of the bodies are frame-invariant, the so-called principle of frame-indifference, widely used in continuum mechanics [72], which states that the response of a system should be invariant under motions of the observer, namely, under translations and rotations of the observer, is respected in such a case.

First, let us consider the thermal conductivity of thin layers of rectangular cross section, by analyzing the propagation of longitudinal heat flux in steady-state situations, and let us suppose that the longitudinal length $L$ is much larger than the other characteristic sizes (see Fig. 2 for a qualitative sketch).

As a first approximation one may suppose that the width $w$ of the cross section is much larger than its thickness $h$. In this case, the bulk heat-flow profile following from Eq. (9) reads [2]

$$q_b(y) = \kappa_0 \left( 1 - \frac{e^\frac{h}{T} + e^{-\frac{h}{T}}}{e^\frac{\Delta T}{L} + e^{-\frac{\Delta T}{L}}} \right) \frac{\Delta T}{L},$$  

where $y$ is the axis perpendicular to the parallel plates and spans the range from $-h/2$ to $h/2$. According to Eq. (9a), the wall contribution is given by

$$q_w(y) = \kappa_0 C \tanh \left( \frac{L}{\Delta T} \right) \left( \frac{e^\frac{h}{T} + e^{-\frac{h}{T}}}{e^\frac{\Delta T}{L} + e^{-\frac{\Delta T}{L}}} \right) \frac{\Delta T}{L}.$$
Mesoscopic description of boundary effects

Consider, from Eq. (16) in Ref. [104] the following effective thermal conductivity has been obtained

$$\kappa_{\text{eff}}(\text{Kn}) = \kappa_0 \left\{ 1 - 2 \text{Kn} \tanh \left( \frac{1}{2 \text{Kn}} \right) \left[ 1 - C \tanh \left( \frac{1}{2 \text{Kn}} \right) \right] \right\}, \quad (19)$$

with $\text{Kn} = \ell/h$ in this case. When $\text{Kn}$ gets high values, Eq. (19) reduces to

$$\kappa_{\text{eff}}(\text{Kn}) = \frac{\kappa_0}{12 \text{Kn}^2} (1 + 6C \text{Kn}), \quad (20)$$

which predicts a linear decrease of the effective thermal conductivity in terms of $h$ (i.e., in terms of $\text{Kn}^{-1}$) whenever $\text{Kn} \to \infty$, in agreement with experimental measurements [6, 12, 77, 79, 116]. Without the inclusion of the boundary heat flux expressed by Eq. (18) (i.e., $C = 0$ in Eq. (20)), the effective thermal conductivity would be predicted to decrease quadratically with respect to the reciprocal of the Knudsen number, against the experimental evidence. This shows the relevance of complementing Eq. (1) with Eqs. (9) for the boundary conditions on the slip heat flux. As shown in Ref. [2] the same behavior as in Eq. (20) for the effective thermal conductivity could be obtained when Eq. (6) is considered, instead of Eq. (5).

Of course, in practical applications, the rectangular cross section of a thin layer has a finite width. If we remove the hypothesis $w \to \infty$ and suppose it has a finite value (comparable to the value of $h$), the following expression for the effective heat conductivity can be achieved

$$\kappa_{\text{eff}}(\text{Kn}) = \kappa_0 \left[ 1 - \frac{192}{\pi^3} \sum_{t=1,3,5}^{\infty} \frac{1}{t^2} \tanh \left( \frac{t \pi}{2y} \right) \right] + \frac{\kappa_0}{2 \text{Kn}^2} \left[ 1 - \frac{8}{\pi^3} \sum_{t=1,3,5}^{\infty} \frac{1}{t^2} \tanh \left( \frac{t \pi}{2y} \right) \right] C \quad (21)$$

where $y$ here means the ratio $h/w$. Up to the first-order approximation in $y$, Eq. (21) reduces to

$$\kappa_{\text{eff}}(\text{Kn}) = \frac{\kappa_0}{12 \text{Kn}^2} [1 - 0.630y + 6C \text{Kn}(1 - 0.271y)]. \quad (22)$$

Note the very close behavior of $\kappa_{\text{eff}}$ predicted by Eq. (22) with that of Eq. (20), the sole difference between these behaviors lying on the presence of the shape factor $y$. Increasing values of $y$ yield a reduction in the effective thermal conductivity.

---

**Fig 2.** Thin layer with a rectangular cross section. The system of coordinates in each transversal section is such that $x \in [-w/2, w/2]$, and $y \in [-h/2, h/2]$. The length $L$ of the layer is much larger than $h$ and $w$. The heat is flowing along the longitudinal axis $z$. 
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conductivity, for a given value of $b$ (or of $Kn$), because this means a reduction of $w$ and, therefore, an increase of the phonon-wall collisions with the lateral walls.

An analogous analysis may be carried out in the case of circular and elliptical smooth-walled nanowires. These structures, made of either metallic (e.g., Ni, Pt, Au), or semiconducting (e.g., Si, InP, GaN, etc.), or insulating (e.g., SiO$_2$, TiO$_2$) materials, have a thickness or diameter constrained to tens of nanometers, and an unconstrained length. Let us start our analysis by considering nanowires of elliptical cross section. Without loss of generality, we assume $2a$ as the major axis, and $2b$ as the minor one (see Fig. 3 for a qualitative sketch of the transversal section).

![Fig 3. Nanowire with an elliptical cross section. The length $L$ of the nanowire is much larger than the sizes of the cross section and the heat is flowing along the longitudinal $z$-axis. In figure the system of coordinates is also shown.](image)

We assume that the nanowire’s length $L$ is significantly larger than $a$. We still analyze steady-state situations and the longitudinal heat flow along the $z$ axis. Moreover, for the sake of simplicity, we suppose $Kn \gg 1$ where, by taking as characteristic length that of the minor semi-axis, $Kn$ is now defined as $\ell/b$. This is a natural assumption, because the predominant phonon-wall collisions will be those corresponding to the thinner dimension. In this case, the hydrodynamic results yield for the bulk heat flux [45]

$$q_b(x; y) = \frac{\kappa_0}{2} \frac{b^2}{\ell^2} \left( \frac{1}{1 + \Phi^2} \right) \left( 1 - \frac{x^2}{a^2} - \frac{y^2}{b^2} \right) \frac{\Delta T}{L},$$

where $\Phi = b/a$. Analogously, from Eq. (9a) one may get the following wall contribution

$$q_w(x) = \kappa_0 \frac{b}{\ell} \left( \frac{C}{1 + \Phi^2} \right) \left[ \sqrt{\frac{x^2}{a^2}} (\Phi^2 - 1) + 1 \right] \frac{\Delta T}{L},$$

in order to have [104]

$$\kappa_{\text{eff}} (Kn) = \frac{\kappa_0}{2Kn} \left( \frac{1}{1 + \Phi^2} \right) + CS(\Phi),$$

with $S(\Phi)$ being a numerical correction for the heat flux at the walls given by [45]

$$S(\Phi) = 1 - 0.6976 \left[ \frac{\Phi^2 - 1}{1.951\Phi^2 + 1} \right].$$

In Fig. 4 we plot the behavior, arising from Eq. (25), of the effective thermal conductivity in elliptical silicon nanowires at 100 K ($\kappa_0 = 884 \text{ W m}^{-1} \text{K}^{-1}$, $\ell = 557 \text{ nm}$), as a function of the ratio $\Phi = b/a$. The results in Fig. 4 show that...
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Effective thermal conductivity in silicon nanowire at 150K

Fig 4. Effective thermal conductivity in nanowires with an elliptical cross section as a function of Φ following from Eq. (25). The nanowire is made of silicon at 150 K. Three different values of the Knudsen number have been considered (that is, Kn = 3, Kn = 5 and Kn = 10). Since in our approach Kn = ℓ/²b, changes in Φ are only due to changes in ².

whenever the shape of the cross section varies, the effective thermal conductivity changes. In particular, the smaller Φ the greater κeff.

Finally, let us focus our attention on a nanowire with a circular cross section of radius R, with R ≪ L. A sketch of the geometry is shown in Fig. 5, where the Knudsen layer, as well as the system of coordinates, are shown.

Fig 5. Cylindrical nanowire with a R-circular cross section. The length ℓ of the nanowire is much larger than the size of the cross section. The heat (red arrow in figure) is flowing along the longitudinal axis. In figure it is also shown the Knudsen layer near the walls. In this layer, the characteristic width of which is of the order of the phonon mfp, the wall contribution to the local heat flux is more relevant than outside.
We restrict our attention to steady-state situations and suppose that heat may only flow along the longitudinal direction of the sample. The latter assumption is recovered whenever \( R \ll L \). Moreover, also the end effects may be neglected so that Eq. (1) reduces to
\[
q = - \kappa_0 \nabla_z T + \ell^2 \nabla^2 q,
\]
where \( \nabla_z \) is the component of \( \nabla \) operator along the \( z \) axis (see Fig. 5). In Eq. (27) the longitudinal heat flux \( q \) may vary in the transversal section, namely, \( q = q(r) \), with \( r \) being the radial distance to the axis, whereas we suppose \( \nabla_z T \) constant in each transversal section. By imposing \( q_0(R) = 0 \), the solution of Eq. (27) is [2, 104]:
\[
q_0(r) = \kappa_0 \left[ 1 - \frac{j_0(i\ell)}{j_0(iR/\ell)} \right] \frac{\Delta T}{L},
\]
where we have written \( \nabla_z T = -\Delta T/L \) along the axis of the system, and \( j_0(z) \) means the zero-order cylindrical Bessel function of the indicated argument. Taking into account the first-order constitutive equation (9a), then the wall contribution is
\[
q_w(r) = - \kappa_0 \left\{ C \left[ \frac{j_1(iR/\ell)}{j_0(iR/\ell)} \right] j_0(i\ell) \right\} \frac{\Delta T}{L},
\]
wherein \( j_1(x) \) is the first-order cylindrical Bessel function. By the way, we used the relation \( dj_0(cz)/dz = -cj_1(cz) \), where \( c \) is generic constant. Since we are assuming \( R \) comparable to \( \ell \), then \( q_w \) depends on the radial distance from the wall in Eq. (29). Whenever \( R \ll \ell \) the wall contribution \( q_w \) will be constant.

Integrating Eqs. (28) and (29) across the transversal section, one finally may get that the effective thermal conductivity is [104]
\[
\kappa_{\text{eff}}(Kn) = \kappa_0 \left( 1 - 2 Kn \left[ \frac{j_1(i/\ell)}{j_0(i/\ell)} \right]^2 \left[ \frac{j_0(i/\ell)}{j_0(i/\ell)} + C \right] \right),
\]
where the Knudsen number is defined as \( Kn = \ell/R \). In very rarefied situations (that is, when \( Kn \gg 1 \)), the heat flux \( q \) may be neglected in Eq. (27), namely, one may use the one-dimensional version of Eq. (6), and the effective thermal conductivity (37a) reduces to [2]
\[
\kappa_{\text{eff}}(Kn) = \frac{\kappa_0}{8 Kn^2} \left( 1 + 4 C Kn \right).
\]

It is easy to see that in the limit of very high Kn, the predicted effective thermal conductivity decreases again linearly in terms of \( Kn^{-1} \), along with Eq. (20).

3. Roughness dependence of the effective thermal conductivity

In this section we give a deeper insight on the structure of the walls. A sketch of such a structure is represented in Fig. 1.

We consider that the roughness of the wall is described by two parameters (see Fig. 1): \( \Delta \) which is the root-mean square value (rms) of the roughness fluctuations, and \( D \) which is the average distance between roughness peaks [40]. In terms of these parameters in Ref. [102] the coefficients \( C \) and \( \alpha \) in Eqs. (9) have been modeled as
\[
\begin{align*}
C &= C' \left( 1 - \frac{\Delta}{D} \right), \\
\alpha &= \alpha' \frac{\Delta}{D},
\end{align*}
\]
where \( C' \) and \( \alpha' \) are numerical dimensionless functions, dependent on temperature, but independent on \( \Delta \) and \( D \). Indeed, when \( \Delta/D \to 0 \) (or in the limit case when \( \Delta = 0 \), no backscattering is expected, but only specular and diffusive scattering. Therefore \( \alpha \to 0 \) when \( \Delta/D \to 0 \). On the other side, when \( D = \Delta \), the surface has no flat regions, but it is completely rough, in which case \( C = 0 \) is expected.
Here we have assumed the simplest dependence for $C$ and $\alpha$ on the ratio $\Delta/D$. Another interesting proposal may be found in Ref. [125]. The coefficients $C'$ and $\alpha'$ will depend on temperature because a surface is considered smooth (or rough) when the characteristic height $\Delta$ of the roughness is smaller (or higher) than the phonon wavelength which depends on temperature [102].

By using Eq. (6) (this means that we are assuming $R \ll \ell$), in terms of the Knudsen number, in Ref. [3] the following effective thermal conductivity has been calculated

$$\kappa_{\text{eff}} = \frac{\kappa_0}{8 \text{Kn}^2} \left(1 + 4C \text{Kn} - 4\alpha \text{Kn}^2\right),$$

which becomes

$$\kappa_{\text{eff}} \left(\frac{\Delta}{D}\right) = \frac{\kappa_0}{8 \text{Kn}^2} \left(1 + 4C' \text{Kn}\right) - \frac{\kappa_0}{2 \text{Kn}^2} \left(\frac{\Delta}{D}\right) \left(C' + \alpha' \text{Kn}\right),$$

once the assumptions (32) for $C$ and $\alpha$ are made. In Refs. [55, 77, 83] the effective thermal conductivity for smooth and rough Si nanowires of different cross section has been experimentally obtained. In the case of nanowires at 100 K ($k_0 = 884 \text{Wm}^{-1}\text{K}^{-1}$, and $\ell_{\text{Si}} = 557 \text{nm}$) the results of Tabs. 2 and 3 follow from Eq. (34) in the case that $C' = 0.46$ and $\alpha' = 0.08$. These values for $C'$ and $\alpha'$ have been obtained in Ref. [102] in empirical way. Those results fit reasonably well experimental data taken from Refs. [55, 77, 83]. It turns out that the effective thermal conductivity results to be lowered by the roughness.

In particular, in Tab. 2 smooth-walled nanowires (i.e., $\Delta = 0 \text{nm}$) have been analyzed so that only specular and diffusive scattering is considered (i.e., $\alpha = 0$ in Eq. (33)). It is seen that the influence of boundaries, as expressed by $C$, is extremely important, and that the only use of the Guyer-Krumhansl equation without complementing it with the constitutive equations (9) (i.e., $C = 0$ in Eq. (33), too) does not provide a satisfactory description of the effective thermal conductivity in the case of high Kn, namely, if $\ell \gg R$.

**Table 2.** Effective thermal conductivity in silicon nanowires at 100 K in the presence of only specular and diffusive scattering (i.e., $\alpha = 0$). Comparison between experimental data (taken from Refs. [77]), the results predicted by Eq. (34). The results for $C' = 0$, instead, follow directly from the Guyer-Krumhansl equation in the case of high Kn, without using the constitutive equations (9).

<table>
<thead>
<tr>
<th>$R$ [nm]</th>
<th>$\kappa_{\text{eff}}$ [Wm$^{-1}$K$^{-1}$]</th>
<th>$\kappa_{\text{eff}}$ [Wm$^{-1}$K$^{-1}$]</th>
<th>$\kappa_{\text{eff}}$ [Wm$^{-1}$K$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>14</td>
<td>13.62</td>
<td>0.47</td>
</tr>
<tr>
<td>56</td>
<td>23</td>
<td>20.87</td>
<td>1.12</td>
</tr>
<tr>
<td>115</td>
<td>45</td>
<td>45.46</td>
<td>4.74</td>
</tr>
</tbody>
</table>

In Tab. 3, instead, rough-walled nanowires have been analyzed ($\Delta = 3 \text{nm}$ and $D = 6 \text{nm}$) so that backscattering is taken into account. The results predicted by Eq. (34) are still in agreement with the results which we inferred from Refs. [55, 83] at 100 K.

**Table 3.** Effective thermal conductivity in silicon nanowires at 100 K in the presence of backscattering ($\Delta = 3 \text{nm}$, and $D = 6 \text{nm}$). Comparison between the approximate experimental data inferred from Refs. [55, 83] and the results predicted by Eq. (34).

<table>
<thead>
<tr>
<th>$R$ [nm]</th>
<th>$\kappa_{\text{eff}}$ [Wm$^{-1}$K$^{-1}$]</th>
<th>$\kappa_{\text{eff}}$ [Wm$^{-1}$K$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>97</td>
<td>3.85</td>
<td>2.42</td>
</tr>
<tr>
<td>115</td>
<td>5.75</td>
<td>6.89</td>
</tr>
</tbody>
</table>

In Ref. [101] (see Tabs. IV and V therein) comparison between experimental values and theoretical ones has been made for a wider range of temperature. The good agreement which can be found therein strengthens the importance of accounting for phonon-wall interactions.

If the hypothesis of high Knudsen number is relaxed, in the general case of a steady-state situation the condition $q \ll \ell^2 \nabla q$ is not satisfied, and one should use the full steady-state version of Guyer-Krumhansl equation, namely,
Eq. (5). The solution of that equation is cumbersome in cylindrical geometry, but results may be easily derived for thin layers (refer to Fig. 2 for the system of coordinates). For this system, in Ref. [2] (see Eq. (18) therein) it has been derived that the bulk heat profile with a vanishing value at the walls (i.e., when \( r = \pm h/2 \)) is given by

\[
q_b (r) = -\kappa_0 \left( 1 - \frac{e^{\frac{r}{h}} + e^{\frac{-r}{h}}}{e^{\frac{h}{2\ell}} + e^{\frac{-h}{2\ell}}} \right) \frac{\Delta T}{L}.
\]

(35)

Once Eq. (9a) is assumed as constitutive equation for \( q_w \) and Eq. (35) is introduced into it, the wall contribution is obtained. When added to the bulk contribution (35), straightforward calculations allow to obtain the following effective thermal conductivity

\[
\kappa_{\text{eff}} = \kappa_0 \left[ 1 - \alpha - (2 Kn - C) \tanh \left( \frac{1}{2 Kn} \right) \right].
\]

(36)

Thus, it is seen that the strong influence of the boundaries on the effective thermal conductivity is well represented by the phonon-hydrodynamics approach at the condition to complement the Guyer-Krumhansl equation with the constitutive equations (9a).

4. Frequency dependence of the effective thermal conductivity

The thermal propagation in nanosystems under a frequency-dependent temperature gradient is interesting from the practical point of view, because nanodevices in computers are aimed to work at high frequencies, in order to maximize the speed of computing processing. The model presented in Ref. [103], directly based on second-order phonon hydrodynamics, allows a more intuitive description of phonon transport and of the role of phonon-wall collisions. As a further new feature it incorporates relaxational effects in the boundary constitutive equations too, in order to study their influence on the thermal conductivity. The analysis is restricted to short enough wires, in order to avoid the consideration of heat waves propagation. Thus, let us consider the following sinusoidal varying perturbations for the difference in temperatures (applied at the ends of the systems) and for the bulk heat flow:

\[
\Delta T (\omega; t) = \delta \tilde{T} e^{i\omega t},
\]

(37a)

\[
q_b (r; \omega; t) = \tilde{q}_b 0 \left( \frac{R^2 - r^2}{4\ell^2} \right) e^{i\omega t},
\]

(37b)

where \( \omega \) is the angular frequency of the perturbation. Equation (37a) considers that the temperature only depends on the longitudinal position, but is homogeneous across each transversal area. Equation (37b) for the perturbation of the flux, instead, assumes that the bulk heat-flow profile keeps essentially the parabolic form corresponding to the so-called Poiseuille phonon flow [2, 101], but with an amplitude changing periodically (see Fig. 6 for a qualitative sketch).

Indeed, combining the local balance of energy (4) with Eq. (1) and introducing in it Eqs. (37), in the limit of high Kn, in Ref. [103] by straightforward calculations it has been obtained

\[
q_b (r; \omega; t) = \left( \kappa_0 + 2i\omega \ell^2 \right) \frac{R^2 - r^2}{4\ell^2 + i\omega \tau (R^2 - r^2)} \left[ \frac{\delta \tilde{T}}{L} e^{i\omega t} \right]
\]

(38)

for the unsteady bulk heat-flow profile. In view of the dynamical form of the bulk heat-flow contribution (38), in the same way let us suppose that the wall contribution is given by

\[
q_w (\omega; t) = \hat{q}_{w,0} e^{i\omega t},
\]

(39)

wherein \( \hat{q}_{w,0} \) can be obtained from the constitutive equation in Eq. (10) [103], namely,

\[
\tau_w \dot{q}_w + q_w = C \ell \left( \frac{\partial q_b}{\partial r} \right)_{r=R} - \sigma e^2 \left( \frac{\partial^2 q_b}{\partial r^2} \right)_{r=R}.
\]

(40)
Fig 6. Bulk heat-flow profile in nanowires given by Eq. (37b). The vertical dashed-dotted line Z in each figure represents the transversal section, and the horizontal dashed-dotted line z is the longitudinal axis. The bulk heat-flow profile is assumed to have a parabolic profile as in the steady Poiseuille phonon flow (Fig. 6a), but with a periodically dependent amplitude (Fig. 6b).

That constitutive equation has been also used in Ref. [66] to analyze heat waves and phonon-wall collisions in nanowires. In the case of smooth-walled nanowires (namely, when \( \Delta /D = 0 \) we take \( \tau_w = R/\bar{v} \), with the average phonon velocity \( \bar{v} = 8.43 \times 10^3 \text{ m s}^{-1} \). For a nanowire with radius \( R = 97 \text{ nm} \), Eq. (11) (with \( d = R \) therein) yields \( \tau_w = 1.15 \times 10^{-2} \text{ ns} \). Finally, taking into account Eq. (38) for the bulk heat flow, and from the combination of Eqs. (39) and (40) for the frequency-dependent wall heat flow, the following form of the frequency-dependent effective thermal conductivity \( \kappa_{eff} \) may be obtained [103]:

\[
\kappa_{eff} (\omega, \text{Kn}) = \text{Re} \left\{ \frac{Q_{int}}{\pi R^2 \frac{dT}{dt}} \right\} = \frac{2Kn^2}{\omega^2 R} \left[ \kappa_0 \ln \left( 1 + \frac{\omega^2 \tau^2}{16 \text{Kn}^2} \right) - 4\omega \epsilon \ell^2 \arctan \left( \frac{\omega \tau}{4 \text{Kn}^2} \right) \right] + \frac{2\epsilon \ell^2}{\tau} + \frac{C}{2Kn} \left( \frac{\kappa_0 + 2\omega^2 \tau \epsilon \ell^2}{1 + \omega^2 \tau^2} \right) - \frac{\alpha}{2(1 + \omega^2 \tau^2)} \left[ \kappa_0 \left( 1 + \frac{\omega^2 \tau \epsilon \ell^2}{\text{Kn}^2} \right) + 2\omega \epsilon \ell^2 \left( \tau_w - \frac{\tau}{\text{Kn}^2} \right) \right]. \tag{41}
\]

It is easy to observe that in the low-frequency limit (i.e., when \( \omega \tau \to 0 \), the frequency-dependent effective thermal conductivity (41) reduces to the value of the effective thermal conductivity in steady states, whereas in the high-frequency limit (i.e., when \( \omega \tau \to \infty \) one has

\[
\kappa_{eff} (\text{Kn}) = \frac{2\epsilon \ell^2}{\tau} \left( 1 + \frac{\tau}{2 \tau_w} \left[ \frac{C}{\text{Kn}} - \alpha \left( 1 - \frac{\tau}{\tau_w} \frac{1}{\text{Kn}^2} \right) \right] \right) - \frac{\alpha}{2} \frac{\kappa_0}{\text{Kn}^2} \frac{\tau}{\tau_w}. \tag{42}
\]

To illustrate explicitly the results arising from Eq. (42) we assume a rough-walled silicon nanowire with \( R = 97 \text{ nm} \). Then, in Fig. 7 and Fig. 8 we compare the behavior of the frequency-dependent effective thermal conductivity in terms of \( \omega \tau \). We assumed again that the walls are characterized by \( \Delta = 3 \text{ nm} \) and \( D = 6 \text{ nm} \). In each figure, two different values of the temperature have been considered, i.e., \( T = 30 \text{ K} \) and \( T = 50 \text{ K} \) in Fig. 7, and \( T = 100 \text{ K} \) and \( T = 150 \text{ K} \) in Fig. 8. To obtain the specific heat per unit volume we use the classical Debye expression, namely, \( c_v = \left( 12 \pi^4 / 5 \right) \left( T / T_B \right)^3 \left( G \rho_{Si} / M_{Si} \right) \), with \( \rho_{Si} = 2.33 \times 10^4 \text{ Kg m}^{-3} \) being the mass density of silicon, \( T_B = 645 \text{ K} \) being the Debye temperature, \( G = 8.31 \text{ J K}^{-1} \text{ mol}^{-1} \) being the gas constant, and \( M_{Si} = 28 \times 10^{-3} \text{ Kg mol}^{-1} \) being the molar mass. Moreover, the relaxation time \( \tau_w \) has been estimated by using Eq. (11) and is \( \tau_w = 1.14 \times 10^{-5} \text{ ns} \).
From the analysis of Fig. 7 and Fig. 8 it is possible to infer that the frequency-dependent effective thermal conductivity increases both for increasing temperature, and for increasing frequency $\omega$. For the sake of comparison, we consider also the behavior of the frequency-dependent effective thermal conductivity in a smooth-walled nanowire, namely, when $\alpha = 0$ in Eq. (41). By using the same parameters as above, these behaviors are plotted in Fig. 9 and Fig. 10. As it is possible to observe, the effective thermal conductivity is still increasing both for increasing frequency, and for increasing temperature. Moreover, as it is intuitive, the comparison between Figs. 7-10 shows that the presence of backscattering sensibly reduces the thermal conductivity.

![Graphs of effective thermal conductivity vs. $\omega \tau$ for different temperatures](image)

**Fig 7.** Behavior of the frequency-dependent effective thermal conductivity (i.e., Eq. (41)) as a function of $\omega \tau$ in the presence of backscattering. Two different temperatures (i.e., $T = 30$ K and $T = 50$ K) have been considered. The corresponding Knudsen numbers are, respectively, $Kn = 168$ and $Kn = 68$. The nanowire is made of silicon and has $R = 97$ nm, $\Delta = 3$ nm and $D = 6$ nm. To get better visualization of results, different length scales for $\kappa_{\text{eff}}$ at different temperatures have been used.

5. Size dependence of the figure-of-merit in thermoelectric rigid conductors

The conversion of heat current into electric current through thermoelectric effects, i.e., the direct conversion of temperature differences to electric voltage and vice-versa, offers a promising avenue in energy management [8, 10, 13, 36, 115]. Since a larger value of $ZT$ indicates a greater thermodynamic efficiency [72], the evaluation of $ZT$ is important for comparing the potential efficiency of devices using different materials. Indeed, the search of materials with high values of $Z$ is a hot topic of research [13, 23, 35, 72, 126], and nowadays the figure-of-merit of many materials has been explored [60, 91, 92]. To date, the best reported $ZT$ values are in the $2 - 3$ range, and one of the current tasks in design of nanostructured materials is to achieve $ZT \simeq 3$, or larger.

An interesting aspect of nanosystems is the possibility of an additional control of the transport coefficients by getting sizes comparable to the mfp $\ell$ of the different heat carriers (phonons, electrons, holes, etc.). Since the values of the mfps differ from each other, it is possible to reduce some coefficients while keeping the usual values for other ones. For instance, in nanowires it is expected that whenever the radius of the transversal section is comparable to (or smaller than) the phonon mfp, the phonon contribution to the thermal conductivity $\kappa_p$ will be reduced, leading to an increase of $Z$, according to Eq. (12). Furthermore, it is expected that the power factor $e^2 \sigma$ would also increase as a result of the quantum confinement effects arising when a material is confined into a nanostructure [31, 90]. Thus, incorporating...
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Fig 8. Behavior of the frequency-dependent effective thermal conductivity (i.e., Eq. (41)) as a function of $\omega \tau$ in the presence of backscattering. Two different temperatures (i.e., $T = 100$ K and $T = 150$ K) have been considered. The corresponding Knudsen numbers are, respectively, $K_n = 5.7$ and $K_n = 1.9$. The nanowire is made of silicon and has $R = 97$ nm, $\Delta = 3$ nm and $D = 6$ nm. To get better visualization of results, different length scales for $\kappa_{\text{eff}}$ at different temperatures have been used.

explicitly the effects of the several mfps is useful to study new strategies for the optimization of these effects [128].

We start to focus our attention on a cylindrical nanowire in a stationary state, with a transversal radius $R$ such that ($R < \ell_s, \ell_p$), so that all the fluxes undergo the hydrodynamic regime. In this case, Eqs. (14) reduce to [108]

$$\nabla^2 q^{(\rho)} = \frac{\kappa_{\rho}}{\ell_{\rho}^2} \nabla T,$$

$$\nabla^2 q^{(e)} = \frac{1}{\ell_p^2} [\kappa_e + \epsilon \Pi \sigma_e \nabla T - \Pi \sigma_e E] - 2 \nabla (E \cdot I),$$

$$\nabla^2 I = \frac{\sigma_e}{\ell_p^2} (\epsilon \nabla T - E).$$

Then, we obtain the following parabolic longitudinal profiles [108]:

$$q^{(\rho)} (r) = \kappa_{\rho} \frac{\Delta T}{L} \left( \frac{R^2 - r^2}{4 \ell_{\rho}^2} \right),$$

$$q^{(e)} (r) = q^{(e, \Delta T)} (r) + q^{(e, E)} (r) = \left[ \kappa_e + \epsilon \Pi \sigma_e \frac{\Delta T}{L} + \Pi \sigma_e E \right] \frac{\left( R^2 - r^2 \right)}{4 \ell_p^2},$$

$$I (r) = I^{(\Delta T)} (r) + I^{(E)} (r) = \sigma_e \left( \epsilon \frac{\Delta T}{L} + E \right) \frac{\left( R^2 - r^2 \right)}{4 \ell_p^2},$$

arising from Eqs. (43) with the assumptions of vanishing values of the corresponding quantities at the walls, namely, by supposing that $q^{(\rho)} (R) = 0$, $q^{(\rho)} (0) = 0$ and $I (R) = 0$. 

Fig 9. Behavior of the frequency-dependent effective thermal conductivity (i.e., Eq. (41)) as a function of $\omega \tau$ in absence of backscattering. Two different temperatures (i.e., $T = 30$ K and $T = 50$ K) have been considered. The nanowire is made of silicon and has $R = 97$ nm. To get better visualization of results, different length scales for $\kappa_{\text{eff}}$ at different temperatures have been used.

Now, let us assume [108]

$$q^{(1)}(r) = q_b^{(1)}(r) + q_w^{(1)},$$

$$q^{(0)}(r) = q_b^{(0)}(r) + q_w^{(0)},$$

$$I(r) = I_b(r) + I_w,$$

(45a) (45b) (45c)

together with the following constitutive equations for the fluxes on the wall:

$$q_w^{(1)} = C_\varepsilon \frac{\partial q_b^{(1)}}{\partial r} \bigg|_{r=R'},$$

$$q_w^{(0)} = C_\rho \frac{\partial q_b^{(0)}}{\partial r} \bigg|_{r=R'},$$

$$I_w = C_\varepsilon \frac{\partial I_b}{\partial r} \bigg|_{r=R'},$$

(46a) (46b) (46c)

where $C_\varepsilon$ plays the same role of $C_\rho$, namely, it is a non-negative numerical coefficient characterizing the wall. Moreover, $q_b^{(1)}$, $q_b^{(0)}$ and $I_b$ represent the bulk values of the corresponding quantities, and are given by Eqs. (44).

In such a situation, under the hypotheses that $E$, $I$ and $\nabla T$ are first-order quantities and that second-order quantities are negligible, and that $\nabla T$ and $E$ are homogeneous across each transversal section and along the nanowire, in Ref. [108] the authors get the following figure-of-merit:

$$Z = \frac{\varepsilon^2 \sigma_\varepsilon \left(1 + 4C_\varepsilon \frac{\rho_\varepsilon}{R} \right)}{\kappa_\varepsilon \left(1 + 4C_\varepsilon \frac{\varepsilon_\varepsilon}{R} \right) + \kappa_\rho \frac{\rho_\varepsilon}{\rho_\rho} \left(1 + 4C_\rho \frac{\rho_\rho}{R} \right)}.$$

(47)
Mesoscopic description of boundary effects

Fig 10. Behavior of the frequency-dependent effective thermal conductivity (i.e., Eq. (41)) as a function of $\omega \tau$ in absence of backscattering. Two different temperatures (i.e., $T = 100$ K and $T = 150$ K) have been considered. The nanowire at hand is made of silicon and has $R = 97$ nm. To get better visualization of results, different length scales for $\kappa_{\text{eff}}$ at different temperatures have been used.

For very small $R$, the nondimensional ratios between the mfps and the radius become dominant in Eq. (47), and we have

$$Z = \frac{\epsilon^4 \sigma}{\kappa_\sigma + \kappa_p \left( \frac{C_p}{C_e} \right) \left( \frac{\ell_e}{\ell_p} \right)}.$$  \hspace{1cm} (48)

namely, in this case the modulation of $Z$ could come from the roughness of the walls, which will determine the relative values of $C_p$ and $C_e$. The presence of $C_p$ and $C_e$ in Eq. (48) reflects the importance of the interactions between phonons and walls, and between electrons and walls, as it would be expected on intuitive ground. In fact, for a given temperature, the ratio $\ell_e/\ell_p$ is fixed and its value depends on the material at hand. However, Eq. (48) suggests that $Z$ can be changed by modeling the walls of the nanowire in such a way that the number of reflected electrons is different from the number of reflected phonons, i.e., varying the ratio $C_p/C_e$. This can be also observed from Fig. 11, which plots the behavior of $Z T$ in a $p$-doped nanosample of Bi$_2$Te$_3$ at 300 K as a function of the ratio $C_p/C_e$. The values of the material functions are taken by Ref. [52, 53] (refer to Tab. 4 for these values at room temperature) in the case of Bi$_2$Te$_3$ nanowires, which are often used in thermoelectric applications [93, 99].

Table 4. Values of the material functions for a $p$-doped sample of Bi$_2$Te$_3$ at 300 K [52, 53].

<table>
<thead>
<tr>
<th>$\kappa_p$ [W m$^{-1}$ K$^{-1}$]</th>
<th>$\kappa_e$ [W m$^{-1}$ K$^{-1}$]</th>
<th>$\ell_p$ [m]</th>
<th>$\ell_e$ [m]</th>
<th>$c_p$ [m$^{-1}$ K$^{-1}$]</th>
<th>$c_e$ [m$^{-1}$ K$^{-1}$]</th>
<th>$\sigma_p$ [$\Omega^{-1}$ m$^{-1}$]</th>
<th>$\epsilon$ [V$^\circ$ C$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>2.4</td>
<td>$3.0 \times 10^{-3}$</td>
<td>$9.1 \times 10^{-10}$</td>
<td>$1.2 \times 10^6$</td>
<td>$2.0 \times 10^4$</td>
<td>$2.0 \times 10^{-4}$</td>
<td></td>
</tr>
</tbody>
</table>

In particular, the analysis of Fig. 11 suggests that an enhancement of the figure-of-merit may be obtained when the number of reflected electrons is bigger than that of reflected phonons, i.e., the bigger $C_e$ than $C_p$, the higher $Z$.

In some applications the characteristic size $R$ may become bigger than the electrons’ mfp, and one has $\ell_e < R < \ell_p$. In this situation we may assume the hydrodynamic regime for the phonon heat flux $q^{(p)}$, whereas for the electron heat
Figure of merit in a Be$_2$Te$_3$ nanosample at 300K

**Fig 11.** Behavior of $ZT$, arising from Eq. (48), in a $p$-doped Bi$_2$Te$_3$ nanosample at 300K as a function of the ratio $C_p/C_e$ in the case of $R < \ell_e/\ell_p$. The values of the material functions are taken from Tab. 4. In figure the x-axis is in a logarithmic scale.

The flux $q^{(0)}$ and the electric-current density $I$ we have the usual resistive regime, which takes place when the second-order spatial derivatives of the flux can be neglected and the important term in the evolution equation is contributed by the flux itself. Then, Eqs. (14) become [108]

$$\nabla^2 q^{(0)} = \frac{\kappa}{\ell_p} \nabla T, \quad (49a)$$

$$q^{(0)} = - (\kappa_e + \epsilon \Pi \sigma_e) \nabla T + \Pi \sigma_e E, \quad (49b)$$

$$I = \sigma_e (E - \epsilon \nabla T). \quad (49c)$$

If only the system (49) is used, without complementing it with the boundary constitutive equations, it turns out that the effective transport coefficients are:

$$\begin{align*}
(\kappa_e + \epsilon \Pi \sigma_e)_{\text{eff}} &= \kappa_e + \epsilon \Pi \sigma_e, \quad (50a) \\
(\Pi \sigma_e)_{\text{eff}} &= \Pi \sigma_e, \quad (50b) \\
(\kappa_p)_{\text{eff}} &= \frac{R^2}{8 \ell_p}, \quad (50c) \\
(\epsilon \sigma_e)_{\text{eff}} &= \epsilon \sigma_e, \quad (50d) \\
(\sigma_e)_{\text{eff}} &= \sigma_e. \quad (50e)
\end{align*}$$

Owing to the formulae above, the following effective figure-of-merit $Z$ is easily derived:

$$Z = \frac{\epsilon^2 \sigma_e}{\kappa_e + \kappa_p \frac{R^2}{8 \ell_p}}. \quad (51)$$
It explicitly shows the dependence of $Z$ on the transversal radius. For increasing values of the ratio $\ell_b/R$, from Eqs. (50c) it follows that $\kappa_p^{\text{eff}}$ decreases quadratically, so that from Eq. (51) we infer that $Z$ increases with respect to its bulk value and tends quadratically to the limit value $\epsilon^2 a_p/\kappa_p$. A similar behavior for the figure-of-merit as a function of the radius may be found in Ref. [52, 53] in the case of Bi$_2$Te$_3$ nanowires (refer to Tab. 4 for the values of the corresponding material functions at room temperature).

If, instead, we suppose that the phonon heat flux is $q^{(p)}(r) = q^{(w)}_b(r) + q^{(w)}_w$, where $q^{(w)}_w$ is the wall contribution to the heat flux, given by [108]

$$q^{(w)}_w = C_p \ell_b \left. \frac{\partial q^{(w)}_b}{\partial r} \right|_{r=R},$$

we obtain the following expression for $(\kappa_p)^{\text{eff}}$

$$(\kappa_p)^{\text{eff}} = \kappa_p \frac{R^2}{4 C_p} \left( 1 + 4 C_p \frac{\ell_b}{R} \right).$$

In such a situation $Z$ becomes [108]

$$Z = \frac{\epsilon^2 a_p}{\kappa_p + \kappa_p \left( \frac{C_p}{Z} \right) \left( \frac{R}{\ell_b} \right)}.$$ (54)

As it is possible to observe, the figure-of-merit still depends on $R$. For increasing values of the ratio $Kn_p = \ell_b/R$, $Z$ still increases and tends to the limit value $Z_{\text{lim}} = \epsilon^2 a_p/\kappa_p$, but with a linear behavior, as it can be seen from Fig. 12, wherein the behavior of $ZT$, as a function of the ratio $Kn_p$, is plotted for different values of the numerical coefficient $C_p$ in the case of a nanosample made of a p-doped Bi$_2$Te$_3$ at 300 K. Figure 12 points out the relevance of the coefficient $C_p$, describing the phonon-wall collisions. If the walls are rough [55], $C_p$ will be small and the predicted $Z$ will exhibit an enhancement, with respect to the prediction of Eq. (51) ($C_p = 0$ in Fig. 12). Let us note that the ratio $Kn_p$ can be modified both by varying $R$, and by varying the temperature, since the mfps are temperature dependent.

6. Pore-size dependence of the effective thermal conductivity in porous silicon

The experimental results on pSi show that its thermal conductivity is strongly related to the pore size at a given total porosity [37–39, 110]. Since an increasing porosity may deteriorate the electron transport properties [5, 75], it would be advantageous if its effective thermal conductivity could be controlled by the volume fractions, as well as the characteristic size of the pores.

To achieve a simple model of porosity in Refs. [3, 107] the authors use classical hydrodynamics and consider a rigid sphere, with radius $r$, moving with a given speed $v$ in a viscous fluid with shear viscosity $\eta$. Due to the viscosity, a drag force $D_q$, acting on the external surface of the sphere, is present. If the Reynolds number $Re = vr/\nu$, $v$ being the kinematic viscosity, is smaller than the unit, this force can be estimated by the Stokes formula, i.e.,

$$D_q = 6\pi\eta rv.$$ (55)

The dependence of $D_q$ on $v$ becomes quadratic when the Reynolds number is bigger than 1, i.e., when $v$ gets sufficiently high values. However, in what follows only the linear dependence will be considered. When the flow becomes rarefied, the effects of a slip flow on the external surface of the sphere must also be taken into account. This means that the aforementioned drag force is reduced. In particular, when the sphere size is less than (or comparable with) the molecular mfp, Eq. (55) has to be modified according to the so-called Cunningham correction factor [32]

$$\Gamma_1 = 1 + 2 \int \left( 1.257 + 0.4 e^{-1.1/r} \right),$$ (56)

such that $D_q = 6\pi\eta rv/\Gamma_1$, where $l$ is the molecular mfp, which accounts for the rarefaction effects: the higher $l$, the smaller $D_q$. In the literature, other different proposals for this factor can be found [7, 85]. In particular situations, one may have several rigid spheres, instead of a single sphere, adsorbed in the gas flow. In such a case, the drag on each sphere changes [54, 69, 70, 96–98] and is given by $D_q = 6\pi\eta rv/(\Gamma_1 \Gamma_2)$, where $\Gamma_2$ is a further correction factor.
**Figure 12.** Behavior of $ZT$ in a $p$-doped $\text{Bi}_2\text{Te}_3$ nanosample at 300 K as a function of the ratio $\text{Kn}_p$: comparison between Eq. (51) ($C_p = 0$ in figure) and Eq. (54) ($C_p \neq 0$ in figure) in the case of $\ell_p < R < \ell_0$. Different orders of magnitude for $C_p$ have been taken into account, in order to explore the influence of the phonon-wall collisions on $Z$. Refer to Tab. 4 for the values of the material functions.

Considering a finite volume (which we suppose to be completely made of gas and spheres), it is possible to introduce the volume-fraction $\varphi$ corresponding to the spheres. Then, the correction factor $\Gamma_2$ is given by

$$\Gamma_2 = 1 - \frac{1}{76} \left( \frac{\varphi}{3} \right)^{3/4} + \varphi \quad \text{(SCD)}$$

$$\Gamma_2 = 1 - \frac{1}{79} \left( \frac{\varphi}{3} \right)^{3/4} + \varphi \quad \text{(BCCD)}$$

for a simple-cubic distribution (SCD) (that is, Eq. (57a)), or a body-centered cubic distribution (BCCD) (that is, Eq. (57b)). In the case of a random distribution of spheres (RD), instead, the correction factor $\Gamma_2$ is given by the Brinkman expression [14]

$$\Gamma_2 = \left( 1 + \frac{3}{\sqrt{2}} \sqrt{\varphi} \right)^{-1} \quad \text{(RD).}$$

In Refs. [3, 107] the thermal conductivity of pSi is analyzed by regarding it as a silicon solid matrix with inclusion of small insulating spheres (see Fig. 13 for a qualitative sketch) which are supposed to have the same radius $r$.

Suppose that heat is flowing through the system. The flow of phonons is hindered and reduced by the insulating spheres. Therefore, a nonstandard thermal-drag force $T_p$, due to the porosity, is acting on each single insulating sphere. Thus, in the phonon-hydrodynamic approach, for moderate values of $q$, we may use the results above to estimate this force. We get so

$$T_p = \frac{6 \pi r \ell^2}{\Gamma_1 \Gamma_2 \varphi} q,$$

where $\Gamma_1$ and $\Gamma_2$ are given, respectively, by Eq. (56) and Eqs. (57) (or Eq. (58) depending on the distribution), once the molecular mfp $\ell$ is replaced by the phonon mfp $\ell_p$, as well as $\varphi$ is replaced by $\phi$. It is understood that in Eq. (59) $\ell$ and $\Gamma_1 \Gamma_2 \varphi$.
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Fig 13. Sketch of a pSi sample. The pores are considered as insulating spheres absorbed in a silicon solid matrix. The pores may be randomly distributed (RD) in the matrix (as in the picture), or have a periodic distribution (SCD, or BCCD). For the sake of simplicity, we suppose that all pores have the same radius equal to \( r \).

\( \kappa_0 \) refers to silicon. Furthermore, in the presence of a flow through a medium, the standard thermal-drag force

\[ T_s = \frac{V}{\kappa_0 f(\phi)} q \]  

where \( V \) is the volume of the system, has to be taken into account as well. Thus, if \( N \) is the number of the insulating spheres, the resultant thermal-drag force is \( T_r = NT_p + T_s \). Since \( T_r \) balances the total driving thermal-force \( V \nabla T \), due to the applied temperature gradient, we have

\[ \left[ \frac{\pi N \ell^2}{f_1 f_2} + \frac{V}{f(\phi)} \right] \frac{q}{\kappa_0} = V \nabla T. \]  

(61)

Since all the spheres have the same radius, in Eq. (61) we may explicit \( N \) in terms of the porosity \( \phi \), as \( N = V/(\phi \ell_s) \), where \( \ell_s = (4/3) \pi r^3 \) is the volume of a single sphere. This way, straightforward calculations allow to obtain the following effective thermal conductivity [3]:

\[ \kappa_{\text{ef}} = \frac{|Q|}{A |\nabla T|} = \frac{\kappa_0}{f(\phi)} + \frac{\phi \kappa_0^{2}}{2} \frac{\kappa_n}{f_1 f_2}. \]  

(62)

where we have considered that \( Q = Aq \) is the total heat flux, \( A \) being the transversal area (perpendicular to the direction of propagation of the heat flux), and \( \kappa_n = \ell/r \) is the Knudsen number. Looking at the denominator of Eq. (62), it is possible to distinguish clearly two different contributions: the first one related to the function \( f(\phi) \) which accounts for the porosity, and the second one related to the Knudsen number \( \kappa_n \) which is related, instead, to the characteristic size of the pores. For low values of \( \kappa_n \) Eq. (62) reduces to Eq. (15). In Ref. [3], in the case of a random distribution of the pores, the authors have shown a good agreement between the experimental data and Eq. (62) when \( f(\phi) = (1 - \phi)^3 \).

In Tab. 5 we report the experimental data for the thermal conductivity of pSi at the room temperature, for different porosity and pores’ radii. In the same table, also the theoretical results, following from the relation \( \kappa_{\text{ef}} = \kappa_0 (1 - \phi)^3 \), are quoted. This way the importance of accounting for the role of the pores radius in the theoretical predictions may be enlighten.

In Tab. 6, instead, we show the theoretical results predicted by Eq. (62) for different internal distributions of the pores and for the same cases as in Tab. 5.
Table 5. Experimental results on the thermal conductivity of amorphous Si for different porosities \( \phi \) and pores’ radius \( r \) at \( T = 300 \text{ K} \). In the same table, the theoretical data following from the relation \( \kappa_{\text{eff}} = \kappa_0 (1 - \phi)^3 \) are quoted, too.

<table>
<thead>
<tr>
<th>Source</th>
<th>( \phi ) [%]</th>
<th>( r ) [nm]</th>
<th>( \kappa_{\text{eff}} ) [Wm(^{-1})K(^{-1})] Experimental</th>
<th>( \kappa_{\text{eff}} ) [Wm(^{-1})K(^{-1})] Theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [11]</td>
<td>64</td>
<td>2</td>
<td>0.20</td>
<td>6.91</td>
</tr>
<tr>
<td>Ref. [11]</td>
<td>71</td>
<td>2</td>
<td>0.14</td>
<td>3.61</td>
</tr>
<tr>
<td>Ref. [11]</td>
<td>79</td>
<td>3</td>
<td>0.06</td>
<td>1.37</td>
</tr>
<tr>
<td>Ref. [11]</td>
<td>89</td>
<td>5</td>
<td>0.04</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 6. Theoretical results on the thermal conductivity of pSi obtained from Eq. (62). Different internal distributions of the pores (SCD, BCCD and RD), different porosities \( \phi \) and pores’ radius \( r \) have been analyzed. The sample is supposed at 300 K. At that temperature, for silicon one has \( \ell = 40 \text{ nm} \) and \( \kappa_0 = 148 \text{ Wm}^{-1}\text{K}^{-1} \).

<table>
<thead>
<tr>
<th>Source</th>
<th>( \phi ) [%]</th>
<th>( r ) [nm]</th>
<th>( \kappa_{\text{eff}} ) [Wm(^{-1})K(^{-1})] Eq. (62) – SCD</th>
<th>( \kappa_{\text{eff}} ) [Wm(^{-1})K(^{-1})] Eq. (62) – BCCD</th>
<th>( \kappa_{\text{eff}} ) [Wm(^{-1})K(^{-1})] Eq. (62) – RD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [11]</td>
<td>64</td>
<td>2</td>
<td>0.92</td>
<td>0.73</td>
<td>2.17</td>
</tr>
<tr>
<td>Ref. [11]</td>
<td>71</td>
<td>2</td>
<td>0.83</td>
<td>0.71</td>
<td>1.56</td>
</tr>
<tr>
<td>Ref. [11]</td>
<td>79</td>
<td>3</td>
<td>0.74</td>
<td>0.69</td>
<td>0.98</td>
</tr>
<tr>
<td>Ref. [11]</td>
<td>89</td>
<td>5</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
</tr>
</tbody>
</table>

In Fig. 14 we plot the behavior of the ratio of \( \kappa_{\text{eff}} \) to \( \kappa_0 \) at the room temperature and for two given values of porosity (\( \phi = 0.3 \) and \( \phi = 0.6 \)), as a function of \( \kappa_{\text{eff}} \) in the cases of SCD, BCCD and RD of the pores. In the same figure we are aware of experimental data for rough-walled pSi, Eq. (63) cannot be used for reducing by a random distribution of the pores. In particular, the reduction in \( \kappa_{\text{eff}} \) seems to be rather strong, and only partly reduced by a random distribution of the pores.

Both from Tab. 6 and Fig. 14 it follows that, for a given porosity, the BCCD of the internal pores seems to be the best combination whenever pSi is used as device isolation in integrated circuits.

The results above are strictly related to the correction factor \( \Gamma_1 \), which accounts for particles-wall interactions. It has been expressed through Eq. (56), and is well-known in literature as the Cunningham factor [32]. Indeed, Eq. (56) is valid in the case of a smooth sphere with diffusive particles-wall collisions. When the radius of the sphere is comparable to the particles mfp, the wall roughness, as well as the wall heat flux, may be especially relevant [107] (see Fig. 15 for a sketch of the roughness of the pore wall).

If the assumptions (32) are made about the coefficients \( C \) and \( \alpha \), by using the results of Ref. [7], we may calculate the correction factor \( \Gamma_1 \) corresponding to this new situation. When \( r \ll \ell \) we have that it would be no longer given by Eq. (56), but by the following expression:

\[
\Gamma_1 = \frac{1 + 2C \frac{\ell}{r}}{1 + 3C \frac{\ell}{r} + \frac{3\alpha}{\pi} \frac{\ell^3}{r^3}},
\]

where \( C \) and \( \alpha \) are now suitable coefficients which may depend both on the radius of the pores, and on the roughness of the pores [107]. Since currently we are aware of experimental data for rough-walled pSi, Eq. (63) cannot be used for...
Fig 14. Behavior of the ratio between κ_{eff} and κ_0 as a function of Kn at T = 300 K (κ_0 = 148 W m^{-1} K^{-1}, ℓ = 40 \times 10^{-9} m), arising from Eq. (62). Two different values of the porosity have been chosen, namely, φ = 0.2 and φ = 0.8. Moreover, for each value of φ, the SCD, BCCD and RD of the pores have been considered. For the sake of comparison, in Fig. 7 also the behavior predicted by Eq. (15) is shown. Different length-scales have been used in figure.

Fig 15. Pore with rough wall. The roughness may be described by the roughness height (Δ), and the separation of neighboring roughness peaks (D). Whenever a particle hits a peak, it may be reflected backward. Otherwise it is reflected in a diffusive or in a specular way.

the correction factor Γ_1 in order to evaluate the corresponding effective thermal conductivity. However, the increasing interest in pSi is fostering several experiments on its thermal properties. Thus, the knowledge in this area is in progress, and Eq. (63) may constitute the starting point of future research.

7. Open problems for future research

Finally, let us give an overview of some open problems, which deserve consideration for future research.

The temperature dependence of the boundary constitutive equation for q_w in phonon hydrodynamics follows from the experimental observations of the temperature dependence of the effective thermal conductivity of smooth and rough nanowires. A deep interpretation of this dependence should be based on detailed consideration of phonon-wall interactions. Here, instead, we have presented a phenomenological approach, based on the interpretation of the observations and the analysis of very simple features of the wall geometry, characterized by the height Δ of the roughness peaks and
their average separation $D$. The relation between the most probable phonon wave-length $\lambda_{\text{phonon}}$ and $\Delta$ has not been investigated, although it is expected to have a direct influence on the backscattering coefficient $\alpha'$, whereas the relation between $\lambda_{\text{phonon}}$ and $D$ could be expected to have an influence on a resonance in the coefficients $C'$. Though the former seems consistent with the estimated behavior of $\alpha'(T)$, the latter is not so successful, requiring a deeper analysis, as it seems that the minimum separation between roughness peaks is more relevant than the average separation of peaks $D$. From the observed $\kappa_{\text{n}}(T)$ we arrived to the behavior of $C'(T)$ and $\alpha'(T)$, as an exploration. The desirable aim, in contrast, should start from $C'(T)$ and $\alpha'(T)$, as obtained from a microscopic understanding of phonon-wall interactions, to predict $\kappa_{\text{n}}(T)$. There is yet a long way to achieve this aim.

One of the conclusions which can be inferred by the results of Sec. 3 is that the roughness of the walls should indeed influence the propagation speed of the heat waves. Thus, this speed could be used as an experimental tool to study the properties of the phonon-wall collisions in nanowires whose walls are sufficiently well known, and once these collisions are sufficiently well-known, use this technique to explore the features of the walls from the speed of heat waves, complementing the usual steady-state measurements of effective thermal conductivity.

A further topic of future research could be the improvement of the boundary constitutive equation in Eq. (63) (especially regarding the form of the wall-parameters $C$ and $\alpha$), and the study of nonlinear effects on the effective thermal conductivity when an Oseen-like correction to Eq. (59) is introduced [41]. For each of these topics, an analogous analysis could be carried out for two-dimensional plates with cylindrical pores across them. These systems are much studied as models of phononic crystals, because in such a case, in contrast to three-dimensional situations, the pores may be easily controlled.

An important conclusion following from the results in Sec. 4, is that the relaxational effects, due to collisions with the walls and characterized by the relaxation time $\tau_w$, have also a relevant influence on the effective thermal conductivity. Thus, more detailed attention should be paid to these effects in the future. An interesting aspect could be to consider the consequences of the relaxation time $\tau_w$ on the entropy in the system. It is known that the relaxation time in the bulk equation implies a generalization of the nonequilibrium entropy by incorporating the heat flux as an independent variable in it [63]. Therefore, it is logical to expect that the relaxational term in Eq. (10) for the wall heat flux would ask for a generalized entropy, incorporating the slip flow heat as an independent variable in a surface contribution to the entropy. Surface contributions to the entropy are of interest in the applications of thermodynamics to systems with wall contributions to the dynamics [127]. A first step in this direction was recently taken by Jou et al. [65], in a variational formulation of the Guyer-Krumhansl equation with a surface contribution to the entropy. In that paper, the bulk term and the surface term in the entropy were separately treated. It would be of interest to combine both contributions in a more general way, to look for a closer relation between the coefficient in the nonlocal term in Eq. (1) and the terms in Eq. (10) for the slip flow term. As the role of $\tau_w$ is usually not considered in the frequency-dependent thermal conductivity, one should be cautious with these preliminary results, until the dynamical aspects of phonon collisions with the walls are better understood. Indeed, from Eq. (41) it is possible to observe that the effect of $\tau_w$ is stronger than that of $\tau$ itself. This is logical, because in the situation we are studying the collisions of the phonons against the walls are much more frequent than that with other phonons or of impurities in the bulk.

Though the results in Eq. (48) and (54) could be obtained also from usual kinetic theory with the Matthiessen rule for the collision times including collisions with the walls, the model equations (14) are not always equivalent to a Fourier law and Ohm law, with size-dependent effective conductivities. Indeed, in axial geometries (as for example when heat and electric current flow radially away from a hot to a cold concentric cylinders) Eqs. (14) are not equivalent to effective Fourier and Ohm laws [106], but they predict different effects, which should be explored in the future.

Finally, we emphasize that an alternative approach to the problem of phonon-wall collisions is to incorporate the effect of these collisions directly into the microscopic form of the thermal conductivity [49, 50]. This is a satisfactory microscopic approach. However, our aim here was to review the possible applications of generalized phenomenological heat transport equations allowing for an explicit consideration of nonlocal effects and wall effects. A different approach beyond this line is that of the so-called thermomass theory [18, 34, 46, 47, 118, 119, 124], in which the heat-transfer process is regarded as a gas-like collection flowing in a medium due to a thermomass-pressure gradient. This flow is made by massive quasi-particles of heat carriers, i.e., the thermons [48, 123], whose mass may be calculated from the Einstein’s mass-energy equation. In gases or liquids, the thermons are attached to the atoms or the molecules. In solids, instead, the thermons will be the phonon gas for crystals, or the electron gas for pure metals, or both of them for most of other solids. Since in this representation heat conduction is due to the motion of thermons, the continuity and momentum equations can be written as in fluid mechanics, and their combination yields the following evolution equation...
for the heat flux [100, 119]:

$$\tau_{\text{tm}} \dot{q} - c_s L \dot{\theta} + \nabla q \cdot L + \kappa_0 (1 - M_M^2) \nabla \theta + q = 0,$$

(64)

wherein \(\tau_{\text{tm}}\) is the relaxation time [34, 124] in the thermomass theory given by

$$\tau_{\text{tm}} = \frac{\kappa_0 \rho}{2 \gamma c_s^2 T},$$

\(\gamma\) being the Grüneisen constant and \(T\) is the absolute temperature. Moreover in Eq. (64) \(L\) means a length vector (namely, the characteristic length of heat conduction [124]) given as \(L = qL \rho/[2 T \gamma c_s (c, \theta)^2]\), and \(M_H = q \sqrt{T} [c, \theta \sqrt{2 T c, \theta}]\).

The analysis of the thermodynamic consequences of nonlocal terms is not restricted to modifications in the entropy, but also in the entropy flux (see, for instance, Ref. [61] for a short didactical presentation). However, up to now, the explicit form of the entropy flux in the presence of nonlocal effects and its physical consequences have not been explored in depth. This could be useful to give a further perspective on thermodynamic restrictions on boundary effects.

In the present review only the linear effects have been explored. However the same emphasis could be also put on nonlinear effects, by examining generalized equations which exhibit them in an explicit way, especially the terms which are nonlinear in the heat flux itself. In Ref. [105] it has been introduced the following generalized nonlinear evolution equation

$$\tau q + q - (\beta \nabla q + \mu' \nabla T) q + q = -\kappa_0 \{1 + (\beta q - q) \nabla T + \ell^2 (\nabla^2 q + 2 \nabla \cdot q)\},$$

(65)

where \(\beta, \mu\) and \(\mu'\) are coefficients accounting for nonlinear effects. Whenever such coefficients vanish, Eq. (65) reduces to Eq. (1). In that paper, by Eq. (65), the physical consequences of the nonlinear terms in the effective thermal conductivity of short carbon nanotubes, in the thermal rectification in a troncoconical nanowire, and in the radial heat transport in thin layers, have been analyzed. Since the solution of Eq. (65) may be cumbersome, especially for the geometries considered in the previous sections, as a first approximation wall effects have been neglected in Ref. [105]. It would be interesting to apply the methodology presented here, by incorporating the heat flux at the wall into the overall heat flux, in situations in which Eq. (1) is substituted by Eq. (65), in order to investigate the simultaneous presence of nonlinear and boundary effects. It is worth observing that Eqs. (8), from which we derived our Eqs. (9), have been proposed by Cercignani [21] as boundary conditions in the linear regime. Thus, it would be interesting to explore whether in nonlinear situations they still lead to results which comply with the experimental data, or a generalization is necessary.
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