Quantum Electrostatic Model for Optical Properties of Nanoscale Gold Films
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Abstract: The optical properties of thin gold films with thickness varying from 2.5 nm to 30 nm are investigated. Due to the quantum size effect, the optical constants of the thin gold film deviate from the Drude model for bulk material as film thickness decreases, especially around 2.5 nm, where the electron energy level becomes discrete. A theory based on the self-consistent solution of the Schrödinger equation and the Poisson equation is proposed and its predictions agree well with experimental results.
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1 Introduction

Plasmonics, which utilizes the interaction of light and charged particles, such as electrons in metals, has been an area of interest for decades. It has led to many fascinating applications, such as super-resolution imaging that breaks the diffraction limit [1, 2], new kinds of biosensors with enhanced performance [3, 4], nanolasers [5], and optical metamaterials that can manipulate light–matter interaction in a unknown degree of freedom [6, 7]. With the development of nanofabrication techniques, the dimensions of the plasmonic device have been shrunk to the nanoscale [8]. To understand and explore the physics within such small plasmonic devices, quantum confinement effects need to be considered. In this context, the field of quantum plasmonics, which combines quantum mechanics with plasmonics, has emerged and drawn much attention recently [9, 10]. There have been several approaches to deal with quantum plasmonics, for example, nanoparticles with quantum size model [11], quantum correlated model [12], and nonlocal model [13, 14]. Here, we choose the ultrathin metal film as a platform to study quantum plasmonics and focus on the optical properties of the nanoscale gold film. We experimentally measure the reflection and transmission (RT) of thin gold films with thicknesses varying from 30 nm to 2.5 nm, and then extract the optical constants. It is found that the optical properties of thin gold film show significant difference when the film thickness decreases, especially around 2.5 nm. With such small thickness, a metal quantum well with discrete energy levels is formed, and the behavior of the electrons inside would mainly be governed by quantum physics.

Although the quantum behavior has been extensively explored with various theoretical models in the context of semiconductor quantum wells [15], these models cannot be directly applied to metals, due to the large electron density and different band structures. Thin metal films had previously drawn wide research interest in the context of quantum physics [16–19], and recent effort has been focused on the optical properties of ultrathin metal films with thickness of a few nanometers [20–26]. Besides the classical Drude model [27], several new theoretical methods have been proposed, such as the quantum size model [11, 21] and density function theory [26]. The agreement between those theoretical models and experimental result, however, is only qualitative, and a more accurate model is still not available according to our knowledge. Therefore, we propose a new model, which we call the quantum electrostatic model (QEM) to study electron dynamics within a metal quantum well. More specifically, a theory based on the self-consistent solution of the Schrödinger equation and the Poisson equation is applied to thin gold films, and its predictions agree well with experimental results.
of the quantized electrons within the quantum well, and hence would be drastically different from the free electron gas model applied in bulk metals.

Figure 2 shows the atomic-force microscopy (AFM) image of a 2.5 nm gold film sample. As can be seen, although the film is not perfectly flat as indicated by the surface fluctuations, it is not broken at the 2.5 nm thickness level. (A better resolution scanning for a small area is shown in Figure S1 in Supplementary Material). The averaged height shown in the upper inset indicates that the average thickness of the film is about 2.5 nm. Also shown in the lower inset is the statistics of the film thickness variations, where we can see the surface roughness (root mean square) of the film thickness is about 0.5 nm, which is also the typical surface roughness for thicker films.

To characterize the optical properties of our thin film samples, RT measurements are performed using the commercialized spectrophotometer Lambda 1050 system with different incident angles and polarizations for different film thicknesses. The measured RT curves with 45 degree incident angle and P-polarization for 2.5 nm, 7 nm, and 30 nm films are plotted in Figure 3(a) and 3(b), respectively. (Experimental data for different incident angles and polarizations is provided in Section 5 in Supplementary Material). As can be seen from Figure 3(b), the transmission curves for 7 and 30 nm thick samples behave quite similarly and they decrease monotonically as wavelength increases. The 2.5 nm thick sample, however, exhibits a distinct behavior: its transmission increases slightly with wavelength. Reflection curves of the 2.5 nm films also show significantly different behavior compared with the thicker ones, as shown in Figure 3(a).

Optical constants for these thin film samples can be extracted from the measured RT curves in Figure 3(a) and 3(b). In order to extract the refractive index \( n \) and extinction coefficient \( k \), an extraction strategy is developed, which combines a multilayer transfer matrix method [28] and a two-dimensional Newton iteration method. More details of this strategy are provided in Supplementary Material. The corresponding extracted \( n \) and \( k \) values for films with different thicknesses are plotted in Figure 3(c) and 3(d), respectively. Also the \( n \) and \( k \) values for bulk gold from John and Christy [27] are plotted using black dashed curves. Both \( n \) and \( k \) values for 7 nm and 30 nm are quite similar and converge to bulk values, which is expected. The case of the 2.5 nm film is quite different: the refractive index \( n \) is significantly larger, while the extinction coefficient \( k \) is much smaller than the bulk value. The increase of \( n \) and the decrease of \( k \) make the 2.5 nm gold film less like a metal. Moreover, unlike the \( n \) and \( k \) for thicker films (where both increase with wavelength), \( n \) decreases, while

2 Results And Discussion

Thin gold film is grown (see Supplementary Material for fabrication details) on top of a quartz substrate. The quantum confinement effects become pronounced when the thickness of the film is comparable to the de Broglie wavelength of the electron. For ultrasmall thickness, a quantum well would be formed by the potential barrier from air and quartz on two sides of the gold, and the initial continuum energy levels of the free electrons become discrete in the quantum well. The band structure of the metal quantum well, and the three lowest eigen energy levels together with their wave functions are schematically sketched in Figure 1. The optical properties of such quantum sized metal films represent an overall collective effect of the dynamics
$k$ increases with wavelength for 2.5 nm film in the $1$ to $2 \mu m$ wavelength range.

Clearly, such a distinct behavior of the optical constants is related to the change in film thickness. In order to investigate the optical properties of our metal quantum well samples, we propose a QEM to characterize the electron dynamics within thin metal films, in which the starting point is the Schrödinger equation:

$$\frac{1}{2m} \left( \hat{p} + \frac{e}{c} \vec{A} \right)^2 \langle \psi | + V(\vec{r}) \langle \psi | + \phi(\vec{r}) \langle \psi | = E \langle \psi | ,$$  

where $m$ and $e$ are the effective mass and charge of the free electrons, $\hat{p}$ is the momentum operator, $c$ is the speed of light in vacuum, $\vec{A}$ and $\phi(\vec{r})$ are the vector and scalar potentials associated with the applied electromagnetic field, which are set to be zero in our case, and $V(\vec{r})$ is the potential determined by the quantum well structure.

The solution from the Schrödinger equation alone, however, is not self-consistent because the potential $V(\vec{r})$ is modified by the electron distribution inside the quantum well. To account for this effect, the Poisson equation needs to be included. The coupled Schrödinger–Poisson equation approach has been considered in a study for semiconductor quantum wires [29], but this method cannot be directly applied to metal, because of hard convergence induced by the larger electron density with different band structures. For this purpose, a modified iteration scheme for the coupled Schrödinger–Poisson equation is developed here for metal quantum wells. (See Supplementary Material for iteration method details.) First, the Schrödinger equation is solved with an initial value for the potential $V(\vec{r})$ from the shape of the quantum well. Electron density is then obtained from the eigen energies $E_k$ and wave functions $\psi_k$ following

$$\rho(z) = \sum_{k=1}^{\infty} |\psi_k(z)|^2 \frac{m}{\pi \hbar^2} \int_{-\infty}^{\infty} \frac{dE}{1 + e^{(E - \mu)/k_B T}},$$  

where $\mu$ is the Fermi energy, $\hbar$ is the reduced Planck constant, $k_B$ is the Boltzmann constant, $T$ is the kelvin temperature, and we assume the quantum well is in the $z$ direction. The Poisson equation is then solved to find the new potential $V(\vec{r})$ based on the electron density calculated from Eq. (2):

$$\nabla \left[ \varepsilon_0 \varepsilon_{\text{static}} \nabla V(z) \right] = -\rho(z),$$  

where $\varepsilon_0$ is the vacuum permittivity and $\varepsilon_{\text{static}}$ is the relative static permittivity of the gold film. The updated potential $V(z)$ is then substituted back into the Schrödinger equation to solve for the new eigen energies and wave functions. This iteration process is repeated until finally a self-consistent electron density $\rho(z)$ and potential $V(z)$ are obtained.
Once the eigen energy $E_n$ and eigen wave function $|\varphi_n\rangle$ are solved from the iteration process, the permittivity of the metal quantum well can be calculated using the following expression [11]:

$$\varepsilon = 1 - \frac{\omega_p^2}{\omega^2} - \frac{8\pi^2}{\Omega m^2} \sum_{ij} f_i E_{ij} \left|\langle i | \hat{p} | j \rangle\right|^2,$$

where the plasma frequency $\omega_p$ is determined by the electron density $\rho_e$ through $\omega_p^2 = \frac{\rho_e e^2}{m \varepsilon_0}$, $\Omega$ is the volume of the quantum well, $E_{ij} = E_j - E_i$ is the difference in eigen energies, and $f_i = 1/(1 + e^{(E_i - \mu)/k_B T})$ is the Fermi–Dirac occupation factor for the $i_{th}$ state.

The above iteration assumes a quantum well from a perfect metal film, where the relaxation process of electrons is neglected. In reality, electrons are affected by the relaxation process due to either lattice vibration (thermal excitations), or static imperfections (such as impurities) or the impact of boundaries [30]. So it is necessary to include this effect as well. An electron relaxation time $\tau$ is used to quantify the strength of this effect. Such an effect cannot be included simply by replacing $\omega$ with $\omega + \omega/\tau$ in Eq. (4) because it fails to conserve the local electron number [31]. In order to account for the relaxation process, we adopted the model from Mermin [31], and the permittivity is obtained in the following form:

$$\varepsilon_{\text{corr}}(\omega) = 1 + \frac{(1 + i/\omega \tau)(\varepsilon - 1)}{1 + (i/\omega \tau)(\varepsilon - 1)/(\varepsilon_{\text{static}} - 1)},$$

(5)

The refractive index $n$ and extinction coefficient $k$ are finally obtained as: $n = \text{Re} \{\sqrt{\varepsilon_{\text{corr}}}\}$ and $k = \text{Im} \{\sqrt{\varepsilon_{\text{corr}}}\}$.

Numerical simulations based on the QEM are performed for our thin metal films with different thicknesses. The corresponding RT curves for the calculated $n$ and $k$ values are plotted in Figure 3, where theoretical predictions match quite well with experimental results for all three different thickness samples from the bulk property metal to the metal quantum well. This clearly shows that QEM is valid in describing the electron dynamics inside a metal quantum well. The reason for such different behavior for the 2.5 nm thin film as compared to the thicker ones (7 nm and 15 nm) is the modification of the quantum-corrected term (the last term on the right-hand side of Eq. (4)) to the material property. In the limit of the bulk gold film, the energy states of the “free” electrons are a continuum and the wave functions are plane waves, which leads the quantum-corrected term to go to zero. The contribution from this term is no longer zero in the quantum re-

<table>
<thead>
<tr>
<th>Thickness (nm)</th>
<th>$m$</th>
<th>$\tau$ (fs)</th>
<th>$\varepsilon_{\text{static}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>$-0.36m_e$</td>
<td>$-4.54$</td>
<td>$-1300$</td>
</tr>
<tr>
<td>7</td>
<td>$-0.81m_e$</td>
<td>$-7.05$</td>
<td>$-7000$</td>
</tr>
<tr>
<td>30</td>
<td>$-m_e$</td>
<td>$-10$</td>
<td>$-15000$</td>
</tr>
</tbody>
</table>

**Table 1:** Simulation parameters for the 2.5 nm, 7 nm, and 30 nm thick thin films.
region, where the “free” electrons are quantized. The quantization makes this material system behave less like a metal, which can also be found from the permittivity of the 2.5 nm film (see Figure S5 in Supplementary Material).

It is important to note that our model characterizes the behavior of free electrons under the impact of quantum size effect. It can be applied to materials as long as their electron properties can be approximated by the free electron model, and can be very easily generalized to other metallic quantum structures, such as quantum wires and quantum dots. Other effects that are related to the band structure of the gold atom itself, such as the interband transition and exciton absorption, are not covered in this model, but can be included by adding the additional terms. For example, the interband transition can be included through\( \varepsilon = \varepsilon_{corr} + \varepsilon_{IB} \), where the \( \varepsilon_{IB} \) represents the interband transition [32]. Pul\( n, k \) data from 500 nm to 2 µm and further discussion on the impact of interband transition [27] for the wavelength range below 1 µm are provided in Supplementary Material.

The parameters used in our numerical simulations for the 30 nm, 7 nm, and 2.5 nm thick films are summarized in Table 1. As shown in Table 1, the parameters of 30 nm samples are almost identical to those of the bulk material, which is expected. As film thickness is reduced, the electron effective mass \( m \), relaxation time \( \tau \), and the absolute value of static permittivity \( \varepsilon_{static} \) all decrease. The reduction of the relaxation time agrees with previous investigation [30, 33], and can be understood from the fact that the impact of boundaries and imperfection from thickness variation becomes more and more important as film thickness is reduced. The effective mass of thin gold film was experimentally measured to be smaller than its bulk value previously [34, 35]. The static permittivity has been investigated for thin films and was also found to decrease as thickness is reduced [36, 37]. All parameters are in a reasonable range and agree with previous findings.

As a final comparison, we plot the calculated RT curves from the Drude model, nonlocal model, quantum size model, and QEM with 2.5 nm and 7 nm gold films, together with the measured experimental curves in Figure 4. For the Drude model, we use a plasma frequency \( \omega_p = 1.38 \times 10^{16} \) rad/s and relaxation time \( \tau = 9.3 \) fs, which are the typical values for gold. For the nonlocal model, we adopt the model from Ref. [13] and use the parameters for gold provided therein. For the quantum size model, we use the model from Ref. [11] and the same parameters listed in Table 1. As can be seen from Figure 4, the Drude model can give reasonably good predictions of RT curves for the 7 nm sample, where the quantum effect is not so pronounced. As the thickness reduces down to 2.5 nm, clear discrepancy can be seen between the Drude model and the experiment. Also, it is found that the ultrathin gold film has a quite weak nonlocal effect, and the nonlocal calculation shows negligible difference as compared to the Drude model. For the quantum size model, good prediction has been found in the long wavelength region (\( \lambda > 1.4 \) µm), but considerable disagreement shows up at shorter wavelengths for a 2.5 nm thin film. Instead, our QEM has excellent agreement with experimental results for both 7 nm and 2.5 nm samples in a broad range of wavelengths. Figure 4 clearly implies that QEM, which considers the quantum confinement effect together with the impact of self-consistent electron redistribution, should be used for the case of metal quantum well structures.

### 3 Conclusion

To summarize, we have proposed an iterative quantum model to deal with electron dynamics within a metal quantum well. We investigate this quantum plasmonic effect by studying the impact of quantum size effects on the optical properties of thin metal films. Reflection and transmission curves are measured; refractive index \( n \) and extinction coefficient \( k \) are extracted for films with different thicknesses. Our QEM can explain the experimental results quite well. Such a theory can also be generalized to other quantum structures, and would be very useful in the field of quantum plasmonics.

### 4 Method

#### Fabrication methods

The commercial sputtering machine AJA International is used for thin gold film growth and the qualities of the thin gold film samples are calibrated by two kinds of methods. For the 30 nm gold film, we use X-ray diffraction (XRD) for calibration. For the 2.5 nm thin gold film, AFM is needed for obtaining the information regarding the surface roughness and film thickness.

#### Measurement system

Reflection and transmission measurements are performed using the commercialized spectrophotometer Lambda 1050 system with different incident angles and polarizations for different film thicknesses.
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