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Abstract. We present the general challenges of plasma diagnostics for laser-produced plasmas and give a few more detailed examples: spherically bent crystals for X-ray imaging, velocity interferometers (VISAR) for shock studies, and proton radiography.
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Introduction

Laser-produced plasmas are used for a variety of studies, relevant for both basic physics and applications, and are of course essential within the study of inertial confinement approach to nuclear fusion. Because of this large interest, a large variety of diagnostics have been developed and are routinely used to unveil the physical processes at work during plasma process and laser-plasma interaction.

Nevertheless, the diagnostics of laser-produced plasmas poses several challenges. First of all, laser-produced plasmas have a small volume and short duration. Typically, the size is comparable to the laser spot dimension (micrometer to millimeter) and the lifetime is also comparable to the laser pulse duration (after the end of the laser pulse the plasma rapidly cools down and vanishes). Hence, diagnostics usually need to have high spatial and temporal resolution.

But indeed, the main challenge arises from the fact that the temperature and density of laser-produced plasmas span over several orders of magnitude and is characterized by the presence of very distinct plasma regions, which are all simultaneously present.

1) First, we have the ‘undercritical region’ (or plasma corona), which is defined by having a density smaller than the laser critical density; in practical units:

\[ n_{cr} \text{ [cm}^{-3}\text{]} = 1.1 \times 10^{21} / \lambda^2 \text{ [\mu m]} \]
This is a region in which the density decreases (because of plasma expansion) going away from the solid surface. This is also the region that is directly heated by the laser; can propagate up to $n_{cr}$, and therefore, reaches high temperatures: a few hundreds of electron-volts up to a few kiloelectron-volts.

2) Then we have the ‘conduction region’ or over-critical region. Here the plasma cannot propagate and the heat is transported inwards by electrons (or by extreme ultraviolet radiation (XUV) and soft X-ray radiation generated in the corona). From the value reached in the corona, here the temperature drops down to a few electron-volts. The electron density increases from the $n_{cr}$ value up to a few times $10^{23}$ cm$^{-3}$, or even more.

3) Then we have the ‘shocked material’. Plasma expansion produces, because of momentum conservation, a shock wave that travels inward and compresses the target. The generated pressure can be as high as a few megabars, and the compression heats the material up to a few electron-volts. On the other side, such compression is irreversible but adiabatic. There is no heat transport from the other plasma regions (unless hot electrons or hard X-rays are generated during laser-plasma interaction).

Finally, we have the unperturbed solid.

The differences, several orders of magnitude in density and temperature, simultaneously present implies the need for having diagnostics within very large dynamics and also the need to use different diagnostics approaches and tools simultaneously.

For instance, the plasma corona, where a probe laser beam can propagate, can be characterized by optical diagnostics: interferometry [1], shadowgraphy [2, 3], Faraday rotation [4], etc. Also this region is very hot and hence emits X-rays. Therefore, one can use X-ray spectroscopy [5–9]. Optical spectroscopy can be used to characterize the parametric instabilities taking place in laser-plasma interaction [10–12]. And, finally, one can use particle detection (charge collectors, Faraday’s cups, etc.) [13].

The overcritical region is the main source of soft X-rays and XUV radiation because even if the temperature is on an average lower than that in the corona, the density is much larger and then there are more collision and more photon emission. Hence, one can use emission X-ray spectroscopy but also absorption X-ray spectroscopy [14, 15].

However, unlike the plasma corona, this region is optically thick, which implies that there is a strong reabsorption of emitted photons and, hence, opacity effects must be taken into account.

In principle, one can also use XUV interferometry (for instance, with XUV laser sources), but in reality, this is quite challenging [16].

The shocked region is particularly difficult to be probed. Due to its low temperature, there is no strong emission of radiation (and this is concentrated at long wavelength), and because of its large density, this is very opaque. One can use X-ray radiography using hard X-ray emitted from a secondary laser-produced plasma [17] or (with care) proton radiography (PR) [18]. It is also possible to use optical diagnostics on the target ‘rear side’, if a thin target is used, and the shock finally breaks out on the rear side [19–21].

To complete the panorama, one should cite all diagnostics that are typical for laser-driven inertial fusion experiments: neutron measurements [22], neutron spectroscopy [23], and neutron imaging [24].

Of course it is not possible to deal with all such different diagnostics in a single paper. Therefore, we will just concentrate on a few recent examples of diagnostics.

**Spherically bent crystal for X-ray imaging**

X-ray imaging is very important in order to study laser-produced plasmas [25]. One tool is at the same time rather simple and very powerful and has found a very large application in recent experiment. This is the use of spherically bent crystals [26, 27].

In particular, spherically bent crystals have been used to provide information on hot electron transport in dense plasmas. Such a study is fundamental for high energy density physics (HEDP) research [28, 29], from experimental astrophysics to fast ignition (FI) studies. In the FI scheme, for example, the compressed deuterium-tritium (DT) fuel is heated by an ultra-intense laser-generated fast electron beam, which carries the laser energy from the critical surface and deposits it in the DT fuel [30]. More in general, for HEDP studies, the fast electron beam can be used for fast (picosecond scale) plasma heating [31] as well as to generate pulsed X-ray sources to perform temporally resolved radiography of ultrafast plasma phenomena such as shock propagation through target samples [17].

In this context, a characterization of the fast electron beam is highly desirable. The spherically bent crystal for two-dimensional imaging is a powerful diagnostic, allowing obtaining both qualitative and quantitative information on the fast electron transport.

A fast electron beam propagating through a dense medium releases its energy in many ways. Therefore, the stopping power is composed by several terms [32]:

$$
\frac{dE}{dx} = \frac{4\pi e^4}{E} \left[ n_b L_b + n_i \left( L_i + L_{ov} \right) \right]
$$

where $L_b$, $L_i$, and $L_{ov}$ are, respectively, the stopping numbers for interaction with bound electrons, free electrons, and generation of plasma waves. The Bremsstrahlung term has been omitted here because it is important for very high-energy electrons and high Z materials. The term of direct interest for the spherically bent crystal is $L_b$. The interaction of fast electron beam with a bound electron could result in the collisional ionization of the atom, followed by recombination and emission of a photon. In case the vacancy is generated in the inner electronic shells of an atom, the emitted radiation is in the X-ray domain. In particular, if a vacancy is created in the innermost shell, the so-called K shell, the emitted photon will be a Kα photon. Kα radiation is particularly interesting because electrons in K shell of an atom are the most strongly bounded.
and consequently have the highest ionization potential \( E_K \); therefore, recording K\( \alpha \) radiation provides information about the transport of electrons with energy \( E > E_K \).

In general, the cross section of K-shell ionization is provided by the following equation:

\[
\sigma_k (E) [\text{cm}^2] = 7.92 \times 10^{-14} R(E) \frac{1}{E E_K} \ln \frac{E}{E_K}
\]

where \( R(E) \) is a relativistic correction factor to the original equation and influences the cross section of ultra-relativistic incident electron energies (\( E > 1 \text{ MeV} \)).

Being the K\( \alpha \) emission completely isotropic, imaging the X-ray source corresponds to image the fast electron path through the material.

A spherically bent crystal can be used to obtain 2D spatially resolved, monochromatic images of a K\( \alpha \) source. The diagnostic is based on the well-known Bragg reflection law:

\[
d_2 \sin \theta_B = n \lambda
\]

where \( \theta_B \) is the Bragg angle and \( d \) is the crystal interatomic spacing.

To ensure high imaging quality, the Bragg angle must be close to 90°, resulting in a reduced availability of crystals to efficiently image K\( \alpha \) radiation emitted by different elements. Two of the most widely used crystals are Quartz 211 (\( 2d = 2.749 \text{ Å} \)) and Quartz 203 (\( 2d = 3.082 \text{ Å} \)), respectively, reflecting the Cu-K\( \alpha \) line (8.047 keV) and the Ti-K\( \alpha \) line (4.510 keV) having Bragg angles, respectively, of 88.7° and 89.1°. The focusing property of the crystal, determined by its spherical bending, together with the quasi-normal X-ray reflection, makes it an imaging device, described as a spherical mirror:

\[
\frac{1}{p} + \frac{1}{q} = \frac{2}{R}
\]

where \( p \) and \( q \) are, respectively, the image and the object distance from the mirror on the optical axis and \( R \) is the curvature radius of the crystal. In general, this equation has the straightforward solution

\[
p = \frac{qR}{2p - R}
\]

The K\( \alpha \) imager is an intrinsically astigmatic optical system, being the source, and consequently the image, off-axis. The X-ray detector (usually an X-ray charge-coupled device (CCD) camera or an image plate) has, therefore, to be positioned between the meridional and the sagittal focal position, close to the so-called circle of least confusion, in order to maximize the spatial resolution of the image (see Fig. 1). The sagittal and meridional focal positions are determined by the crystal curvature radius as well as the Bragg angle as follows:

\[
p_s = \frac{qR}{2q \sin \theta_B - R}; \quad p_m = \frac{qR \sin \theta_B}{2q - R \sin \theta_B}
\]

The astigmatism-limited spatial resolution for ideal alignment is given by

\[
f(x) = Ae^{-x/\lambda}
\]

where \( \lambda \) is the penetration depth.

Fig. 1. Spherically bent mirror with off-axis source.

The astigmatism results in two focal points, the meridional and the sagittal foci. The maximum resolution is obtained at the intermediate point between the foci, corresponding to the circle of least confusion.

\[
\sigma = \frac{M + 1}{M} (1 - \sin \theta_B) D
\]

where \( M \) is the magnification of the system (\( M = p/q \)) and \( D \) is the aperture limiting the reflecting area of the crystal.

For a typical alignment setup, the optical resolution can be as high as 5 \( \mu \text{m} \), whence the measured value in the X-rays is often larger, typically between 10 and 20 \( \mu \text{m} \).

This difference is explained accounting for the bending quality of the crystal. In many cases, in fact, mostly when the curvature radius is small, the bending process introduces several cracks in the crystal, resulting in a mosaic structure and affecting the overall resolution of the optical system.

Applications

Early experiments on fast electron transport in solid density plasmas were focused on understanding the fast electron penetration depth in a target material as well as the fast electron beam divergence.

The fast electron penetration depth in target material was measured by using multilayer targets. The first layer being made by the material in which we want to investigate the fast electron penetration depth, followed by a thin tracer layer (Cu or Ti), and finally, by a third layer to prevent K\( \alpha \) radiation produced by the refluxing electrons. Varying the thickness of the first layer, it is possible to estimate the fast electron penetration depth by integrating the K\( \alpha \) signal obtained for each overcoating thickness and fitting it with an exponential function such as

\[
f(x) = Ae^{-x/\lambda}
\]
fast electron divergence in solid density plasmas are 40–50° (see Fig. 3).

**VISAR**

The VISAR (velocity interferometer system for any reflector) is an interferometric active diagnostic that allows measuring the Doppler effect induced by the movement of a reflective surface using a probe beam that illuminates this moving surface. It has been introduced by researchers from Los Alamos [33], and later, it has been mainly used for experiments relative to laser-driven shock and studies of materials at extreme pressures [34, 35]. In this context, it has found recent applications for shock-timing in the context of implosion experiments on the National Ignition Facility [36].

VISAR is based on the Mach-Zehnder interferometer in which we introduce an etalon (typically a piece of glass with antireflection coating) followed by a streak camera in order to obtain time-resolved measurement.

In a classical Mach-Zehnder interferometer (see Fig. 4), the probe beam is first divided in two beams at the entrance of the system by a beamsplitter (BS1). Both beams are reflected on a mirror (M1 and M2) and are recombined at the outer surface of the second beamsplitter (BS2). Eventually, we image the interferometric pattern from the BS2 into a screen or, in our case, on a CCD for alignment and on the slit of the streak camera for measurement.

Here, M1 and M2 are parallel and both arms have the same length. BS2 has a small angle compared to BS1, which creates fringes of equal thickness (similar to that of a Michelson interferometer in air corner configuration). We obtain the expression of the interfringe with the small angle hypothesis:

\[ i = \frac{\lambda d}{D_a} \]

So, if we only consider the Mach-Zehnder interferometer, it would be possible to measure the Doppler effect by measuring the variation of the interfringe. However, this variation is so small that would not be possible to see any result with our measurement system (the typical result would be a variation of a few nanometers of the interfringe which is not compatible with streak camera precision).

This is the reason why we improve this interferometer by using an etalon of reflective index \( n \), thickness \( e \), and with antireflection coatings on both sides. By placing this etalon in front of M1, we induce a refraction of the beam and an increase in the optical path. To compensate this loss of spatial coherence, we mount the mirror M1 on a motor stage to compensate it by moving it of the distance:

\[ d = e \left( 1 - \frac{1}{n} \right) \]

This correction permits overlapping the images of the two arms on the same point even with a diffusive reflection and assures the spatial coherence of the image on BS2.

With the etalon placed in the interferometer, any change in the velocity of the reflecting surface imaged on the output beamsplitter will results in a phase shift in the interferometer pattern. The fringe shift is then related to the velocity of the surface by:

\[ F(t) = \frac{\Delta \phi(t)}{2\pi} = \frac{2\tau_0 (1 + \delta)}{\lambda_0} \phi(t) \]

where \( \phi(t) \) is the phase of the fringe and \( \tau_0 \) the initial delay without taking into account the variation of refractive index related with the Doppler effect:

\[ \tau_0 = \frac{2e}{c} \left( \frac{n_0 - 1}{n_0} \right) \]

and \( \delta \) is the corrective term associated with the spectral dispersion of the etalon:

\[ \delta = \frac{n_0}{n_0 - 1} \lambda_0 \frac{dn}{d\lambda} \]

So, if we want to measure a high speed, we need to use a thin etalon.

Another problem is that when the reflecting surface is put in motion by the breakout of a shock, the measured velocity passes from 0 to a high velocity within a short time that cannot be seen in the streak image. In that case, we only see a discontinuity in the
fringe shift, and it is impossible to know the exact number of fringes that we jumped. Indeed, we can only measure the decimal part of the fringes shift, and in order to remove the incertitude, we need to use two different VISARs with two different sensitivities (not proportional).

One of the key issues of this diagnostic is the alignment of the interferometric part. First, you need to build a line with the probe beam that illuminates the backside of the target on a big enough zone (two or three times the size of the focal spot) and then image it on the outer plane of the BS2 and then on the streak slit. Then, you need to align the interferometric part (the two mirrors and the two beamsplitters). This alignment is quite time consuming and can be complicated especially when we want to be very accurate.

The VISAR can measure not only the velocity of a surface put into motion by a shock breakout as said before but also the shock breakout time (see the discontinuity in Fig. 5a-c). In the case of a transparent material, it measures the velocity of the shock front when it metalizes the material it is propagating in (e.g., quartz, diamond, or water like in Fig. 5c) and the fluid velocity (Fig. 5a) if it does not make the material opaque (Fig. 5b) because it only measures the difference in refractive index on the material because of its compression. Another magnitude that the VISAR can measure is the reflectivity of the surface by considering the intensity of the fringes in comparison with a measured reference.

They are many applications of this diagnostics. We can quote, for example, shock ignition experiments or experiment of equation of state measurement. There are several ways of using it. First, we can measure the velocity of a free surface of a material where a shock is propagating. Then, we can measure the velocity of a shock inside a transparent material (if this material is the material we are studying). Eventually, we can measure the velocity inside a reference material (e.g., alpha-quartz) in order to infer the pressure in the material before it by impedance mismatch.

Before using this diagnostic, one has to check whether it can be used. Indeed, there are conditions that make it useless or inefficient to measure anything. Among them, we highlight the following conditions:

- Angular acceptance: the shock has to be flat enough in order to reflect the light inside the cone of the last lens.
- Preheating: when measuring the velocity through a transparent window, hot electrons have to be stopped and should not reach the windows because when they reach it, then can ionize the material which become then opaque.
- Blanking: when the shock is very strong, it blinds the streak camera and we do not see anything (black image on the streak).

When using this diagnostic, the process to obtain useful result is simpler. However, before trying to get any velocity, some basic treatments has to be performed on the images to erase some systematic error sources. First, two images have to be recorded: the image while the shock is propagating and, before the shot, an image where the probe laser is just reflected at the rear surface of the target in order to be sure that the fringes are straight when there is no shock. After, on any image, we can see that even after the propagation of the shock, we still see some fringes. These fringes are called ghost fringes, they are due to the surface quality of the optics and some additional reflection they can generate. Ghost fringes have to be erased on all the images to obtain the real signal.

So, depending on the application, the VISAR can be a direct or an indirect measurement of the velocity with a sensitivity that can be tuned by changing the etalon.

Proton radiography

Laser-based protons have developed during the past 10 years and have been applied to many experiments to study electron beam propagation in warm dense matter (WDM), to validate the FI approach to inertial-confinement fusion, to study in general HEDP. Laser-based proton beams can be generated by irradiating a thin metal layer (usually gold or titanium) with an ultra-short (from picoseconds to femtosecond), ultra-high intensity ($I \sim 10^{19–21}$ W/cm²) laser beam. They are characterized by a small source, high degree of collimation, and a short duration [38–42].

A typical PR setup is shown in Fig. 6: protons, generated via laser-target interaction, probe the imploding target and are stopped inside the radiographic films (RCF) stack as a function of their energy. If the proton beam is multienergetic, then protons with different energies arrive at different times (time of flight) to probe the target and are stopped at different positions inside the detector. Moreover, because of the Bragg peak properties, protons deposit most of the energy at the end of their travel inside the matter. This fact permit us to arrange the positions of
the films inside the stack in order to associate each film with a given detected proton energy. Finally, if the target is dropped leaving free space between the source and the detector and because the proton spectrum decreases rapidly with increasing energy, the contribution of higher-energy protons in a given RCF can be neglected. Consequently, each RCF can be associated with a single instant of the implosion history.

This scheme has been used many times to infer the proton beam spectrum starting from the images obtained in the RCFs and using a deconvolution technique. In inertial-confinement fusion (ICF) experiments, the proton spectrum changes drastically after that protons penetrate the core of the imploding target leading to a mixing of the images formed by protons with different energies. Owing to the very large mass densities reached during target implosion, protons travelling through the target undergo a very large number of collisions, which deviate them from straight trajectories and reduce the PR resolution below our expectations.

The following analytical evaluation of the multiple scattering (MS) effects on PR resolution allows to evaluate the correct object size and the necessary parameters conditions. The effect of MS on the detected size of the cylinder is described by the blurring factor\( \xi \)

\[
\xi = L \left( \phi \right)
\]

(15)\)

\[\langle \phi \rangle = \frac{E_i [\text{MeV}]}{2} \sqrt{\frac{1}{L_r [\text{g/cm}^2]}} \sqrt{A [\text{g/cm}^2]} \]

\[A = \int x \rho (x) dx
\]

where \(A\) is the areal density, \(L\) is the cylinder-detector distance, and \(\langle \phi \rangle\) is the mean angular scattering of a proton with energy \(E_i\), traversing a material with density \(\rho\) as was obtained by Rossi and Greisen [43]. Finally, \(E_i = 15\) MeV and \(L_r\) is the radiation length.

A criterion to estimate PR resolution starting from the experimental parameters can be defined by considering the experimental setup shown in Fig. 7 in which a point-like proton source irradiates a finite-size object, projecting its image onto a detector. In principle, if the MS is negligible, protons do not deviate from their trajectories and the projected image size will appear enlarged by a factor \(M = (L + d)/d\), which corresponds to geometrical magnification.

In particular, defining a generic finite distance between two points \(\delta x\), the projected size on the detector becomes \(\Delta \delta = M \delta\). Nevertheless, the effect of the MS is never negligible and the protons passing through the object are deflected by a mean angle \(\langle \delta \phi \rangle\), giving a mean displacement \(\xi = L \langle \delta \phi \rangle\), which can be estimated using Eq. (1). Therefore, the projected image on the detector will appear enlarged by a factor \(\mu\), with respect to that which would appear if there were no scattering \(\Delta \delta\), that is, by a factor \(\mu M\) with respect to the initial size \(\delta\), where \(\mu\) is defined as follows:

\[
\xi = \frac{1}{\mu} + \frac{\xi^2}{\mu^2}, \quad \xi = \xi / M
\]

Starting from the above considerations, we can infer that the blurring coefficient must remain less than or of the same order on the resolution that we would like to obtain, \(\delta x\); in order to avoid a cross-over between different single-proton trajectories and to prevent a consequent loss of the initial spatial target information carried on by protons. The above-mentioned condition can be written in terms of the blurring coefficient (i.e., \(\xi\) is the resolution of our system in analogy with the Rayleigh criterion in optics)

\[
0 \leq \xi \leq \delta x
\]

(17)

or in terms of the unit-less parameter \(\mu\),

\[
0 \leq \mu \leq \sqrt{2}
\]

(18)

If such condition is satisfied, the PR can be used in the conventional way, and the grey scale level obtained from the RCF analysis will be proportional to the density gradient of the probed target. A simple estimate of the \(\mu\) parameter can be done by considering the protons passing through the dense core of imploding plasma. Let us assume that the size of the core to be \(\sim 60\) \(\mu\)m, we look for a resolution \(d \sim 20\) \(\mu\)m; the blurring coefficient \(\langle \delta x \rangle\) can be estimated by assuming the maximum reached energy for protons (10 MeV), which are passing through an area density \(A \sim 0.05\) g/cm\(^2\) for a magnification factor \(M = 4.5\). The result is \(\mu \sim 7\), which is larger than the minimum permitted value, confirming that at the relatively small energy (\(\sim 40-50\) MeV), laser-driven proton beams obtained efficient PR resolution cannot be achieved because proton beams are not able to probe the dense core of the imploding target.
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On the other hand, considering protons passing through the plasma’s corona, the areal density becomes $\rho_{\text{cor}} \sim 0.002 \text{ g/cm}^2$, and at the same conditions, we obtain $\mu \sim 2$, which corresponds to a resolution no larger than $20 \mu \text{m}$. The graph in Fig. 8 summarizes PR resolution as a function of the probed plasma area density for different proton energies.

The above-mentioned analysis shows that PR resolution depends also on the spatial properties of the plasma, this fact has been analytically investigated in Ref. [42] where was shown the dependence of PR resolution on the plasma density profile. Here, as an example, we show some results on PR resolution performance by using Monte Carlo (MC) simulations. The plasma effects are considered by modifying the density profile included in the MC code. In these cases, the chosen profile is arbitrary; so for simplicity, the plasma effects have not been taken into account, changing only the density profiles. The stopping power for protons in the target is described by using Bethe’s theory [44], while MS effects are described by using Rossi’s theory [43]. A detailed description of the time-dependent MC simulation process can be found in Refs. [40, 45].

MC simulations are performed by assuming $E_p = 20 \text{ MeV}$ proton beam probing a spherical target with variable $\gamma = 2, 4, 6$ (where $\gamma$ is the degree of a super-Gaussian profiles) density profiles ($\rho_0 = 6 \text{ g/cm}^3$, $w = \text{FWHM}/2$, $w = 100 \mu \text{m}$) that correspond to a peak areal density $A (y = 0) \sim 0.12 \text{ g/cm}^2$. Simulation results shown in Fig. 9 confirm the analytical prediction in Ref. [41].

Conclusions

This paper was addressed to give a few examples of the large variety of diagnostics that are needed to study the laser-produced plasmas. Of course a complete presentation would imply a full book.

Our choice has been motivated not only by the fact that we have presented some diagnostics adapted to the different plasma regions and diagnostic goals but also by the fact that all these represent novel development that have been largely used in recent experimental research in the past 10 years.
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![Fig. 8. Mean scattering angle $\theta$ vs. areal density for different proton energies.](image)

![Fig. 9. Monte Carlo simulations of a spherical target with variable super Gaussian density profile probed by a 10-MeV proton beam.](image)
References


