Optimization of soft X-ray tomography on the COMPASS tokamak
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Abstract. The COMPASS tokamak is equipped with the soft X-ray (SXR) diagnostic system based on silicon photodiode arrays shielded by a thin beryllium foil. The diagnostic is composed of two pinhole cameras having 35 channels each and one vertical pinhole camera with 20 channels, which was installed recently to improve tomographic inversions. Lines of sight of the SXR detectors cover almost complete poloidal cross section of the COMPASS vessel with a spatial resolution of 1–2 cm and temporal resolution of about 3 μs. Local emissivity is reconstructed via Tikhonov regularization constrained by minimum Fisher information that provides reliable and robust solution despite limited number of projections and ill-conditionality of this task. Improved border conditions and numerical differentiation matrices suppressing artifacts in reconstructed radiation were implemented in the code. Furthermore, a fast algorithm eliminating iterative processes was developed, and it is foreseen to be tested in real-time plasma control.
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Introduction

In tokamak plasmas, soft X-ray (SXR) radiation represents a useful quantity for diagnostics of various processes in plasma core. SXR radiation power is given predominantly by bremsstrahlung and line radiation of heavy impurities (tungsten, iron). Bremsstrahlung is generated mainly by the elastic electron-ion collisions (in the nonrelativistic limit, radiation fields produced by two particles in like-particle collision cancel) and the SXR-radiated power density is, therefore, dependent on electron density $n_e$, density of $Z_i$-times charged ion species $n_{iZ}$, and electron temperature $T_e$:

$$P_{\text{brem}} \propto \sum_i Z_i^2 n_i n_e \sqrt{T_e}$$

Line radiation is emitted by bound-bound transitions of excited electrons in atoms and non-full ionized ions. In the case of negligible particle transport, intensity of the line radiation from specific location is proportional to the density of ion species, electrons, and it is also a function of electron temperature, as collisions with free electrons excite bound electrons. In tokamaks, SXR line radiation is generated by heavy impurities such as tungsten or iron, which can contaminate plasma because of plasma wall interactions. Impurity accumulation has a serious impact on the tokamak performance, as it results in a cooling of plasma and a dilution of the hydrogen isotopes (i.e., reduction of possible fusion reactions rate).
The character of mechanisms generating the SXR radiation makes its measurement suitable for monitoring plasma processes connected with perturbation of density and temperature (sawtooth instability, magnetohydrodynamic (MHD) modes) and monitoring impurity profiles with high temporal and spatial resolution. Moreover, SXR measurements can provide information on plasma position and shape.

Soft X-ray diagnostic on the COMPASS tokamak

The COMPASS tokamak is a divertor device with clear H-mode and ITER-relevant geometry (1:10 to ITER plasma size, \( R = 0.56 \) m, \( a = 0.23 \) m, \( I_p < 400 \) kA, \( B_T \sim 1.15 \) T, and a typical pulse length of about 300 ms) [1]. Limiter and divertor tiles are made of graphite. Therefore, the concentration of heavy impurities in plasma is low and the main source of the SXR radiation is bremsstrahlung.

The current SXR diagnostic system at COMPASS consists of three pinhole cameras. Each camera has one photodiode array shielded by a 10-\( \mu \)m thick beryllium foil. The system contains two arrays of 35 detectors (type LD35-5T) and one array of 20 detectors [2] (IRD, type AXUV-20EL) covering almost the whole poloidal cross section (see Fig. 1 and Fig. 2). The spectral sensitivity (shown in Fig. 3) is given mainly by the thickness of the beryllium foil blocking low energy photons (below 1 keV) and by the diode active layer, which is 200 \( \mu \)m thick. Temporal resolution is limited mainly by the amplifier to 3 \( \mu \)s, allowing investigation of fast MHD processes such as internal kink modes (with frequency of about 40 kHz) or sawtooth oscillations (about 500 Hz). The spatial resolution of each camera is 1–2 cm.

Tomographic reconstruction

Tomography allows reconstructing local parameters from line-integrated measurements. Its solution can be found either analytically by transformation methods or by series expansion methods searching for a solution given as a linear combination of basis functions, which can be global (harmonics, Zernike polynomials) or local (pixels). In fusion research, plasma emissivity is usually reconstructed by series expansion methods because transformation methods are effective only for regular and dense projections of the reconstructed area, which is not satisfied in tokamaks because of engineering constraints. Furthermore, series expansion methods allow easier implementation of a priori information. Series expansion methods are preferably used with local basis functions, in particular, with rectangular pixels, because the alternative approach using global basis functions usually requires a precise knowledge of the plasma center position. In the case of pixel methods, the reconstruction is performed by inversion of the following system of equations:

\[
\begin{align*}
\hat{f}_i &= \sum_{j=1}^{N} T_{ij} g_j + \zeta_i \\
\end{align*}
\]

where \( \hat{f}_i \) is the measured line-integrated radiation, \( g_j \) the emissivity associated with the particular pixel, \( T_{ij} \) the contribution matrix, \( N \) number of pixels, and \( \zeta_i \) the statistical errors. Value of each element of the contribution matrix \( T_{ij} \) (representing influence of the \( j \)-th pixel on the \( i \)-th detector) can be calculated as a distance which line of sight of \( i \)-th detector passes through \( j \)-th pixel. This is possible because of the fact that the intensity of a source decreases with squared distance and a collection area of each detector increases with squared distance.

The system of equations is usually highly underdetermined (on COMPASS, number of pixels is typically by two orders of magnitude larger than number of detectors), inversion represents an ill-conditioned

\[
\begin{align*}
\end{align*}
\]
task, and a noise level in the tokamak environment is high. Therefore, regularization algorithms constrained by a priori information (e.g., expected smoothness) are often applied to find a unique and reliable solution. Regularization principle is close to the Occam’s razor principle. From the infinite number of solutions, the one which is smooth and physically meaningful is chosen. The solution is found by minimizing

\[ \Lambda = \frac{1}{2} \chi^2 + \alpha \pi R \]

where \( \chi^2 = \| (f - T_\pi)/\sigma \| \) is the goodness-of-fit parameter, \( \alpha \), the expected error bars, \( R \) regularizing functional, and \( \pi \) is the regularization (smoothing) parameter that represents weighting to variance of the probability distribution parameter, \( \pi \) constrained by task, and a noise level in the tokamak environment. One of the possible choices is the operator of smoothing parameter that represents weighting to variance of the probability distribution (which is connected with an increase in entropy). In practice, this principle leads to higher smoothing in low emissivity regions. The regularization principle is close to the Occam’s razor principle. From the infinite number of solutions, the one which is smooth and physically meaningful is chosen. The solution is found by minimizing

\[ g(\alpha) = (T^T T + \alpha H)^{-1} T^T f \]

where \( H \) contains operators that calculate regularizing functional \( R \) from \( g \): \( R = g^T H g \). For example, a smooth solution can be found if \( R \) measures ‘roughness’. One of the possible choices is the operator of the first derivatives: \( H = \nabla^T \ast \nabla + \nabla^T \ast \nabla = B_x^T B_x + B_y^T B_y \), where \( B_x, B_y \) correspond to matrices representing differentiation in horizontal and vertical directions, respectively.

On the COMPASS tokamak, the Fisher information is preferably applied as regularization functional to reconstruct local emissivity. The Fisher information of the probability distribution is defined by \( I_\pi = \int (\nabla g)^2 / g \, dS \). In the statistics, the Fisher information is used to measure the amount of information that observable variable carries about the parameter upon which the probability depends. The Fisher information can be used to measure a degree of disorder of the system. In contrast to entropy, the Fisher information includes a local measure (rearrangement of points in the formula for entropy: \( S = -\sum g \ln(g) \) does not change its value). It is related to variance of the probability distribution \( \sigma \) by the Cramer-Rao inequality:

\[ \sigma^2 \leq 1/I_\pi \]

Thus, minimization of the Fisher information increases a lower limit of variance of the probability distribution (which is connected with an increase in entropy). In practice, this principle leads to higher smoothness in low emissivity regions. The regularization constrained by minimum Fisher information is complicated by its nonlinearity. However, the system of equations can be linearized by several iterative steps of the weighted linear regularization:

\[ g^{n+1}(\alpha) = \left( T^T T + \alpha \left( B_x^T W^{(n+1)} B_x + B_y^T W^{(n+1)} B_y \right) \right)^{-1} T^T f \]

where \( W^{(n)}_h = \delta_h / g^h \) for \( n > 1 \) and \( W^1 = 1 \) for \( n = 1 \). This approach was proven to provide robust and reliable solution \([3–5]\).

In plasma tomography, it is beneficial to include magnetic topology because any change in plasma parameters is usually much lower along the magnetic field lines. Equation (6) is then modified into the form:

\[ g^{n+1}(\alpha) = \left( T^T T + \alpha \left[ \exp(\eta B_x^T W^{(n+1)} B_x) + \exp(-\eta B_y^T W^{(n+1)} B_y) \right] \right)^{-1} T^T f \]

where \( B_x, B_y \) correspond to numerical differentiation matrices acting parallel and perpendicular to the magnetic flux surfaces and \( \eta > 0 \) leads to the preferential smoothing along magnetic field lines.

The regularization task has to implement a suitable choice of the regularization parameter \( \alpha \). One of the methods to determine \( \alpha \) is to iteratively change its value so that it matches \( \chi^2(\alpha) \rightarrow N \), where \( N \) is the number of detectors. In the algorithm, the regularization constrained by minimum Fisher information is performed in two nested loops. The outer loop minimizes the Fisher information by solving \( g^{n+1}(\alpha) \) with \( W = \text{diag}(1/g^{(n)}) \) and the inner loop iteratively changes \( \alpha \). Two or three cycles of the outer loop and up to 10 cycles of the inner loop usually lead to the solution with a sufficient convergence (on COMPASS, the condition \(|\chi^2(\alpha) - N|/N < 0.05 \) is applied).

**Differentiation**

Tikhonov regularization constrained by minimum Fisher information requires calculating numerical differentiation matrices. There are several ways how to apply numerical differentiation: forward difference, \( (g_{k+1} - g_k) / dx \); backward difference, \( (g_k - g_{k-1}) / dx \); central difference, \( (g_{k+1} - g_{k-1}) / 2dx \); and higher-order methods. Forward and backward differences are not symmetrical and can lead to artifacts, particularly in case of low resolution. Central difference is symmetrical and approximates the derivative more accurately (error is proportional to \( dx^2 \) instead of \( dx \) for forward and backward difference), but it is susceptible to \( 2dx \) oscillations (solution with \( 2dx \) oscillation can have zero central difference) so it usually results in chessboard-like pattern. Higher-order methods decrease resolution, as they involve more pixels for the calculation of difference at particular pixel. However, the Fisher information calculated by forward or backward difference can be symmetrized by weight matrix \( W \) containing interpolated values of the solution between pixels:

\[ f^{\text{forward}} = \sum_k \left( g_{k+1} - g_k \right) ^2 / \left( 8g_k + 8g_{k+1} \right) \]

In general, the weight matrix can be written in the form \( w^{(n+1)} = \delta_h / \| B \|^{(n)} \). In the case of classical smoothing along vertical and horizontal axis, calculations of the Fisher information by forward differentiation and backward differentiation are equivalent. In the case of preferential smoothing along magnetic field lines, the algorithm finds more precise solution when the Fisher information calculated by forward and backward differentiation are combined.
As shown in Figs. 4 and 5, applications of different calculations of the Fisher information for reconstruction of phantom function modelling banana profile of emissivity because of the accumulation of impurities and toroidal plasma rotation are compared. Combination of the forward and backward difference led to lower deviation from the model (5%) compared to forward (6.4%) or backward (8.4%) difference. The discrepancy between model agreement for a forward and backward difference is probably caused by different values of the Fisher information in the case of varying direction of differentiation (i.e., in the case of magnetic field lines). In the case of standard differentiation (in vertical and horizontal direction), the Fisher information calculated by the formula (8) is the same for forward and backward difference (with zero border condition).

**Border conditions**

Border conditions are particularly important when significant emissivity is to be reconstructed near the border that is usually not the case of SXR tomography. However, it can be worthy to restrict the reconstructed SXR emissivity by border conditions, as they can favourably affect the whole profile. Reconstructed emissivity should be zero outside the tokamak vessel. In order to meet this condition, the algorithm excludes pixels outside the chamber from the calculation and then imposes zero emissivity requirement on chamber’s pixels. Exclusion of pixels outside the chamber leads to a faster reconstruction because the computational time increases with the number of pixels (matrix inversion is computed via the Cholesky decomposition whose computational time is proportional to the cubed number of pixels). Requirement of zero emissivity at chamber’s pixels can be implemented by two ways: by matrix operator for the Fisher information or by contribution matrix. The former represents smoothing of the edge under the condition of zero values at the chamber, and the later acts as an extension of the detector system by virtual detectors observing zero signals from pixels at the chamber (in the present implementation, each detector sees one pixel at the chamber). Figure 6 compares reconstructed profiles of the model function for different border conditions. In the case of no border conditions, the reconstruction of used model (Gaussian) function led to overestimation of emissivity in the edge of plasma and a higher error in the core. The precision of the reconstruction with border conditions depends on the shape of reconstructed profile. For example, in the case of

\[ I_f = \frac{1}{2} I_f^{\text{forward}} + \frac{1}{2} I_f^{\text{backward}} \]

As shown in Figs. 4 and 5, applications of different calculations of the Fisher information for reconstruction of phantom function modelling banana profile of emissivity because of the accumulation of impurities and toroidal plasma rotation are compared. Combination of the forward and backward difference led to lower deviation from the model (5%) compared to forward (6.4%) or backward (8.4%) difference. The discrepancy between model agreement for a forward and backward difference is probably caused by different values of the Fisher information in the case of varying direction of differentiation (i.e., in the case of magnetic field lines). In the case of standard differentiation (in vertical and horizontal direction), the Fisher information calculated by the formula (8) is the same for forward and backward difference (with zero border condition).
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model function shown in Fig. 7a \((g \sim \exp(-r^2))\) where \(r\) represents the distance from the center), the most accurate reconstruction uses 'half-fixed' borders, that is, reconstruction with lower weight (lower values representing border condition in the matrix operator) of border conditions on the solution. As the SXR profile measured in the COMPASS tokamak is usually highly peaked and located in the plasma center, the fixed border conditions are applied.

### Rolling iteration

The plasma radiation profile can be assumed to be evolving smoothly during most phases of the discharge. Using this assumption, the iteration can be accelerated by using the results from the last time frame as initial guesses for the current frame (both the values of \(\alpha\) and \(g\)). Alternatively, this may be viewed as doing the iteration continuously while changing the input data at certain moments (denoted as rolling iteration). The result is returned at the same time.

An extreme form of the rolling iteration is changing the data in every iteration step. In this case, the iteration is left no time to converge when the initial guess is inaccurate. The quality of the solution depends on the assumption of smooth plasma evolution. However, the long-term stability of the method remains good. In the case of a sudden change in the emissivity profile, it typically takes several frames for the method to approach the correct solution again.

The convergence rate differs for various quantities estimated from the reconstructions. For example, the error of plasma position seems to decay exponentially with a time constant of 3–4 frames. In contrast, the changes in total radiated power are reconstructed instantly [6].

For the tomographic algorithms with linear regularization functional, the rolling iteration reduces to

---

**Fig. 7.** Profiles reconstructed with different constraint on border conditions for model function \(g \sim \exp(-r^3)\) (a) and their differences from the model function (b).

**Fig. 8.** Model function \(g_{\text{model}}\) (a), its tomographic reconstruction \(g_{\text{REC}}\) (b), reconstruction by the rolling iteration \(g_{\text{ROL}}\) (c) just after a modelled sawtooth crash (sudden flattening of the profile), and their differences.
a fast and less accurate way to estimate $\alpha$. However, there is a possibility to exploit the knowledge of previous result more. The system of linear equations can be solved using an iterative method, which needs an initial approximation. The previous result may be used as this approximation, which may reduce the number of iterations that is needed to reach the required accuracy. This approach is currently under development on COMPASS.

Figure 8 shows phantom function modelling sawtooth oscillations just after the sawtooth crash (sudden flattening of the profile) and its tomographic reconstruction by standard algorithm and rolling iteration. The differences between the model function and both reconstructions show an overestimation of emissivity in the center, which is a typical behaviour of the Tikhonov regularization constrained by minimum Fisher information in the case of profiles with low peakedness [7]. The difference between the standard algorithm and the rolling iteration is lower (up to 5\%) than the difference between reconstructions and model function, suggesting reliability of the rolling iteration for sudden changes in the emissivity profile.

Summary

The contribution deals with optimization of the Tikhonov regularization constrained by minimum Fisher information for SXR tomography by means of symmetrization of calculation of the Fisher information, choice of border conditions, and adaptation of the algorithm for real-time tomography. Symmetrization of the Fisher information was shown to suppress the artifacts that can occur in reconstructed emissivity. Border conditions in the form of the exclusion of pixels outside the chamber and requirement of zero emissivity at chamber’s pixels led to faster reconstruction with a more reliable solution. In the case of fast changes in plasma emissivity, the algorithm for real-time tomography typically needs several frames to approach the correct solution, but it still provides a reliable solution as the discrepancy between the real-time and standard algorithm is not high (below 10\%).
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