Photochemistry of metal coordination complexes: metal to ligand charge transfer excited states

Thomas J. Meyer

Department of Chemistry, The University of North Carolina, Chapel Hill, N.C. 27514, U.S.A.

Abstract - Systematic variations appear in the photophysical and photochemical properties of MLCT excited states which can be accounted for qualitatively or even quantitatively based on the properties of the molecules and of the surrounding medium.

In 1959, Paris and Brandt first reported emission from the complex \([\text{Ru(bpy)}_3]^{2+}\) (bpy is 2,2'-bipyridine) in solution (ref. 1). The excited state involved is sufficiently long-lived (\(-800\) ns in water at room temperature) that the possibility existed for using it as a chemical reagent and based on quenching studies using complexes of Co(III), Adamson and coworkers suggested that the excited state could act as a reducing agent (ref. 2). Their suggestion was soon verified by additional quenching and flash photolysis studies (ref. 3,4). It was also shown that the excited state could act as an oxidizing agent (ref. 5), that its redox potentials could be estimated experimentally by a kinetic quenching technique (ref. 6,7), and that it could undergo facile, bimolecular electron transfer with a variety of oxidants or reductants (ref. 8-10). For example, oxidative quenching by paraquat (PQ),
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\text{Scheme 1}
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\[\begin{align*}
\text{Ru(bpy)}_3^{2+} + \text{hv} & \rightarrow \text{Ru(bpy)}_3^{2+*} \\
\text{Ru(bpy)}_3^{2+*} + \text{PQ}^{2+} & \rightarrow \text{Ru(bpy)}_3^{3+} + \text{PQ}^+ \\
\text{Ru(bpy)}_3^{3+} + \text{PQ}^+ & \rightarrow \text{Ru(bpy)}_3^{2+} + \text{PQ}^{2+}
\end{align*}\]

provides a basis for the conversion of visible light energy into a transiently stored redox pair. Similar electron transfer schemes had been established previously for organic excited states (ref. 11), but the high chemical stability of the Ru complex in more than one oxidation state and its high light absorptivity in the visible made it an attractive candidate for exploiting the energy conversion possibilities associated with Eq. 1-3.

The successful utilization of \([\text{Ru(bpy)}_3]^{2+}\) and related complexes in energy conversion schemes relies on establishing a basis for understanding the light absorptivity and photophysical and photochemical properties of the chromophores involved (ref. 9a,12). The goal of this account is to describe those properties and to provide a basis for understanding them at the microscopic level.

**ELECTRONIC STRUCTURE. LIGHT ABSORPTIVITY**

[\text{Ru(bpy)}_3]^{2+} and [\text{Os(phen)}_3]^{2+} (phen is 1,10-phenanthroline) share with complexes like \([\text{Mo(bpy)}(\text{CO})_3]^{2+}\), \([\text{Re(phen)(CO)}_3\text{Cl}]^{2+}\), and \([\text{Ir(bpy)}_3\text{Cl}]^{2+}\) the ground state electronic configuration \((d^6\sigma^6 \text{ in } \Delta_g\) symmetry) and vacant, low lying \(\pi^*(\text{bpy or phen})\) orbitals on the poly(pyridyl) ligands of appropriate symmetry to mix with the \(d\) orbitals. Visible light absorption in these complexes is usually dominated by intense absorption bands arising from \(d \rightarrow \pi^*\) metal to ligand charge transfer (MLCT) transitions, e.g., \([\text{Mo(bpy)}(\text{CO})_3] + \text{hv} \rightarrow \text{Mo}^2(\text{bpy})(\text{CO})_3\). For the low oxidation state complexes of Mo(O) and Re(I) the \(\text{CO}\) and \(\text{bpy}\) groups are necessary to mix with and stabilize the \(d\) levels thus decreasing sensitivity towards oxidation and bringing the \(\text{d} \rightarrow \pi^*\) (bpy or phen) energy gap into the visible region of the spectrum. In the higher oxidation state complexes of Rh(III) or Ir(III) the \(d\) levels are so stabilized by the higher effective nuclear charge at the metal that the MLCT transitions occur at high energies and can overlap with \(\pi \rightarrow \pi^*\) based transitions localized on the poly(pyridyl) ligands.
The most straightforward experimental evidence supporting the assignment of the visible absorption bands to MLCT transitions and of emission to the corresponding IMCT transitions comes from linear correlations between absorption or emission band energies and ground state reduction potentials for the appropriate metal and ligand-based couples (ref. 13,14) e.g., (L=CO, CH3CN, PR3, ...),

\[
\begin{align*}
(bpy)\text{Os}^{III}(L)_{4}^{3+} + e & \rightarrow (bpy)\text{Os}^{II}(L)_{4}^{2+} \quad (E_{\text{ox}}) \\
(bpy)\text{Os}^{II}(L)_{4}^{2+} + e & \rightarrow (bpy)\text{Os}^{II}(L)_{4}^{+} \quad (E_{\text{red}})
\end{align*}
\]

(4) (5)

Experimentally, linear correlations exist between \(E_r = E - E_0\) and \(E_{\text{abs}}\) or \(E_{\text{em}}\), as expected since, for example, \(E_{1/2}\) is the energy quantity for the outer-sphere equivalent of the intramolecular, IMCT process that corresponds to emission (ref. 14a).

\[
(bpy)\text{Os}^{III}(L)_{4}^{3+} + (bpy)\text{Os}^{II}(L)_{4}^{2+} \rightarrow 2(bpy)\text{Os}^{II}(L)_{4}^{2+} + h
\]

(6)

A schematic orbital and state energy level diagram for \((d\pi)^6\)-polypyridyl complexes is shown in Fig. 1.

![Fig. 1. A schematic orbital and state diagram for \((d\pi)^6\) MLCT excited states](image)

A complex melange of excited states exists because of the presence of both filled \(d\pi\) and \(\pi\)-(bpy or phen) levels and of unfilled \(\pi^*\) and \(d\sigma^*\) (e.g., in \(O_{3}^{2}\) symmetry) levels. The relative disposition of the states and the state or states which control photochemical and photophysical properties following excitation depend on the metal and its oxidation state, on the chromophoric ligand, on the additional, non-chromophoric ligands, and can even depend on the nature of the surrounding medium. However, in general:

1) Visible light absorption is usually dominated by transitions to MLCT excited states which are largely singlet in character \(1\{[(d\pi)^5(\pi^*)^1]\}\) and emission occurs from MLCT states which are largely triplet in character, \(3\{[(d\pi)^5(\pi^*)^1]\}\). The energies of the MLCT states vary systematically as the non-chromophoric ligands are varied. This is an expected result given the considerable difference in electronic configuration at the metal between the \((d\pi)^5(\pi^*)^1\) excited, and \((d\pi)^6\) ground states. For example, good backbonding ligands like CO stabilize \((d\pi)^5\)-Ru(II) by metal to ligand backbonding but not \((d\pi)^6\)-Ru(III) to any appreciable degree. Consequently, incorporation of good backbonding ligands leads to an increased energy gap between the excited and ground states. The change in electronic configuration between the \((d\pi)^5(\pi^*)^1\) excited and \((d\pi)^6\) ground states involves \(d\pi\) orbitals which are largely non-bonding and only half population of anti-bonding \(\pi^*\) (bpy or phen) orbitals. Consequently, relatively small molecular distortions in the excited states are expected to exist. However, given the significant change in radial distribution involved in the MLCT transition, absorption spectra and the energies of equilibrated MLCT excited states are expected to be medium dependent.

2) In the \(d\sigma\) excited states \(2\{[(d\pi)^5(d\sigma^*)^1]\}\), there is a significant increase in electronic repulsion along the metal ligand sigma bonding axes because of the promotion of a largely non-bonding electron to a sigma anti-bonding \(d\sigma^*\) orbital (ref. 15). Because of their LaPorte forbiddenness, absorption bands arising from \(d\rightarrow\sigma\) transitions are weak and not generally observed in the absorption spectra of \(d\pi)^5\) polypyridyl complexes. In less spectroscopically cluttered complexes of ruthenium, \(d\sigma\)-bands appear at relatively high
energies, e.g., < 400 nm for [Ru(NH₃)₆]²⁺ (ref. 16). However, because of the significant differences in structure along the metal-ligand bond axes between the (d⁵)² and (d⁶)² configurations, when thermally equilibrated, dd excited states appear at much lower energies. If accessible they can play a significant role in the photochemical and photophysical properties of a complex since they are relatively short lived in solution and are often the source of photochemical instability arising from ligand loss. The energies of dd excited states above the ground state in analogous complexes increase approximately ~30% in passing from the first transition series to the second and ~30% again from the second to the third (ref. 17,18). It is for this reason that MLCT excited states based on Fe(II) are essentially unexploitable in energy conversion applications because dd states lie lowest, why the photophysical properties of transition metal complexes are so quantum mechanical because the energies of MLCT and dd state are comparable, and is one of the endearing properties of complexes of Os(III) where dd states are often sufficiently high in energy that they play no role.

3) π-π* states—Absorption bands arising from polypyridine localized π→π* transitions appear to vary somewhat in energy with the metal and its oxidation state but generally appear at ~300 nm (π→π*₁) and ~240 nm (π→π*₂). Because of the lack of dipole character for the π→π* transition, π→π** excited states, are relatively insensitive to solvent variations and at low temperatures vibrational structure arising from aromatic ring based stretching modes can appear in their emission spectra (ref. 19). Polypyridine based π-π* excited states are nearly always at higher energies than MLCT excited states except for cases like Rh(III) where the relatively high oxidation state stabilizes the dπ levels below π(bpy or phen) (ref. 12a,20,21) or for complexes like [Ru(bpy)]²⁺ (bpy is bis-isouquinoline) where stabilization of the dπ orbitals by metal to ligand backbonding leads to π-π* < MLCT (ref. 19).

A considerable complexity exists in the MLCT spectral region (ref. 22) arising from a number of factors: 1) In the MLCT excited state, (dπ)⁵(π*)², the three dπ orbitals are mixed and further split by low symmetry and spin orbit coupling. 2) At the polypyridyl ligands electronic interactions between ligands can cause a splitting amongst the π level. 3) Even in single polypyridyl-based chromophores, the polypyridyl ligand has a series of π levels which can provide the basis for multiple MLCT transitions. 4) There are both MLCT singlet and triplet transitions, (dπ)⁵(π*) -> (dπ)⁵(π*)⁻₁, are forbidden in the absence of spin-orbit coupling, they become allowed when spin orbit coupling is included. From the theoretical viewpoint the effect of spin orbit coupling is to "mix" pure singlet and triplet states which imparts singlet character and allowedness to transitions involving triplets.

Typically, absorption bands in the UV and visible are observed arising from dπ → π* and dπ → π** transitions. The electronic spectra can be quite complex as illustrated by the low temperature single crystal spectra of M(bpy)₃⁺ (M=Fe,Ru,Os) obtained by Ferguson, et. al. (ref. 23). In the spectra many absorption features can be observed in the dπ → π* region. The various spectral features can be assigned to a series of MLCT transitions to both ¹MLCT and ³MLCT states and to their vibronic components based on a parameterized molecular orbital model which includes the effects of spin orbit coupling (ref. 24,25). The appearance of transitions to "MLCT" states at low energies is especially pronounced for Os where the large spin orbit coupling constant (λ > 3000 cm⁻¹) ensures significant singlet-triplet mixing. Analysis of the spectra using the molecular orbital model shows that the lowest energy MLCT states arise from a common set of dπ and π* orbitals, are largely triplet in character, and are mixed to different extents with low lying MLCT singlet states.

Electronic structure. What happens following optical excitation? For Ru(bpy)²⁺ optical excitation throughout the dπ → π* spectral region results in the rapid, < 1 ps (ref. 26), quantitative appearance of an emitting ³MLCT state or states (ref. 27) whose emission is somewhat medium dependent but occurs around 600 nm. From absorption spectral measurements the energy gap between the lowest ¹MLCT and ³MLCT states is only ~5000 cm⁻¹. Since the "singlet" and "triplet" states are mixed by spin-orbit coupling, it is not surprising that excitation into the ¹MLCT absorption manifold leads rapidly to the emitting ³MLCT state or states.

However, an interesting question remains in multiple chlorinates. Is the excited electron localized on a single ligand as in ([(bpy)Ru(III)(bpy)]²⁺, possibly with rapid exchange occurring between ligands, or does the excited electron occupy a molecular orbital which is delocalized over all three ligands as in [Ru(II)(bpy-L/3)]²⁺? In fluid solution, the excited electron in the emitting excited state(s) appears to be "localized" based on a number of lines of evidence: 1) Transient Resonance Raman spectroscopy where discrete, frequency shifted Raman lines are observed in the ν(bpy) ring stretching region (1000-1500 cm⁻¹) for both reduced and unreduced bpy ligands (ref. 28,29). 2) Site selection spectroscopy based on emission polarization measurements (ref. 30). 3) Excited state correlations for related mono, bis, and tris-chelates like [Os(bpy)]⁻³⁺, [Os(bpy)(cis-Ph₆CPPH₂)]²⁺, and [Os(bpy)(cis-Ph₆CPPH₂)]²⁺ which have closely correlated excited
Experimental evidence is available showing that in fluid solution the electron is initially localized during the electronic transition. The ground states of complexes like [Ru(bpy)]$^{2+}$ or [Os(bpy)]$^{2+}$ have $D_2$ symmetry and no permanent dipole moment. If optical excitation produces a delocalized excited state, the $D_2$ symmetry of the ground state would be preserved and MLCT absorption band energies should be independent of the solvent. On the other hand, if excitation leads to an electron localized on a single ligand, a dipole is induced in the excited state and from dielectric continuum theory (ref. 38) the energies of MLCT transitions are predicted to vary with the optical dielectric constant of the solvent, $D$ ($n^2$), as (ref. 39),

$$\Delta \varepsilon_T = \frac{\mu^2}{a^3} \left( \frac{1-\varepsilon_{op}}{2\varepsilon_{op}+1} \right)$$  \hspace{1cm} (8)

In Eq. 8 $\Delta \varepsilon_T$ is the solvent induced energy shift in the band maximum, $\mu$ the dipole moment induced in the excited state, $a$ the molecular radius (6-7 Å for [Ru(bpy)]$^{2+}$). For both [Ru(bpy)]$^{2+}$ and [Os(bpy)]$^{2+}$ absorption band energies vary as predicted by Eq. (8) and from the slopes of the lines it can be estimated that the dipole moments induced in the excited states are $\mu \approx 14 \pm 6$ D (ref. 39).

Low temperature measurements. Evidence for multiple MLCT excited states  From the results of temperature dependent emission and lifetime studies, where the contributions of Crosby and co-workers are notable, (ref. 40,41) and more recent emission polarization experiments (ref. 34a) it is clear that following MLCT excitation, contributions to excited state properties exist from a series of states. In particular, below 77K there is clear evidence for contributions to excited state decay and emission from three low-lying MLCT states based on changes in emission quantum yields, lifetimes and emission polarization as the temperature is increased above 4K.

Experimental evidence also exists for a fourth MLCT state at $\sim 600$ cm$^{-1}$ above the lowest state which is considerably shorter lived. For [Ru(bpy)]$^{2+}$ the existence of a fourth state is obscured in temperature dependent lifetime measurements in solution because of the intervention of a strongly temperature dependent transition to a low-lying dd state or states that become important above 800K. However, for [Os(bpy)]$^{2+}$ and related complexes of Os(II), temperature dependent lifetime studies provide direct evidence for the participation of a fourth state in excited state decay at higher temperatures (ref. 41,42).

Evidence for a fourth state for [Ru(bpy)]$^{2+}$ has also been obtained from temperature dependent emission polarization experiments (ref. 34a).

A parameterized molecular orbital model which includes spin orbit coupling and assumes localization of the excited electron has been applied to the MLCT excited states of [Ru(bpy)]$^{2+}$ and [Os(bpy)]$^{2+}$ (ref. 44). The model correctly predicts the existence of four low-lying MLCT excited states. It also predicts that for Ru the lowest three MLCT states have less than 11% singlet character, 26% for Os, while the fourth state is expected to have a higher percent of singlet character.

Where the data are available, a closely related pattern of excited states exists for equivalent complexes of Ru and Os and state by state comparisons are revealing (ref. 45).
For example, from the Einstein transition probability for spontaneous emission, the radiative rate constant, $k_r$, in terms of the integrated emitted intensity at energy $\nu$, $I(\nu)$, is given by Eq. 9. The term $<\nu^{-3}\nu^{-1}=1=I(\nu)^{3}d\nu>/I(\nu)^{3}d\nu>E$ is the average value of $\nu^{-3}$ for the emission band corresponding to the radiative transition (ref. 46) and $<\Phi|\Phi|^\nu>_{g}$ is the electric dipole transition moment integral.

$$k_r = (6\pi^3/27h)^{-1/2} \Phi^\nu(\nu^{-3})^{-1/2}$$

(9)

In Eq. 9 $\psi_e$ and $\psi_g$ are the excited and ground state electronic wave functions and $n$ is the refractive index of the medium. The magnitude of the electric dipole transition integral depends on the amount of mixing of higher lying singlet excited states into the emitting triplet excited states, $\psi = \alpha(\psi_e) + (1-\alpha)^2(\psi_g)$ where from first order perturbation theory, the mixing coefficient $\alpha$ is given by,

$$\alpha = <\psi_e|H_{SO}|\psi_g^3>/\{E_e^3-E_g^3\}$$

(10)

In Eq. 10 $H_{SO}$ is the spin orbit coupling operator and $E_e$, $E_g$ the energies of the pure, excited singlet and triplet states. Including the mixing coefficient, the transition dipole moment integral is given by,

$$<\Phi|\Phi|^\nu>_{g} = \Phi^\nu(\nu^{-3})^{-1/2}$$

(11)

The square of the mixing coefficient is proportional to the spin orbit coupling constant $(\lambda_{Ru} = 1100 \text{ cm}^{-1} \lambda_{Os} = 3000 \text{ cm}^{-1})$ and it follows from Eq. 9 that in comparing equivalent states of Ru and Os:

$$\frac{[k/(E_g^3)]_{Ru}}{[k/(E_g^3)]_{Os}} = \frac{\lambda_{Ru}^3/\psi_e^3|\psi_g|^2}{\lambda_{Os}^3/\psi_e^3|\psi_g|^2}$$

(12)

Where the data are available, a state by state comparison shows that the ratio $[k/(E_g^3)]_{Ru}/[k/(E_g^3)]_{Os}$ is $-1/3$, the ratio of the spin-orbit coupling constants (ref. 45). This observation clearly suggests that in terms of pure electronic effects the single most important difference between Ru and Os is the magnitude of the spin orbit coupling constant which determines the singlet content of the low-lying, emitting MLCT states.

The results of temperature dependent experiments clearly show that the "emitting MLCT excited state" of Ru(bpy)$_4$ and related complexes is a composite of states. Although all four low-lying states share a common (d$^5$)(π$^*$) electronic configuration, they are mixed to different extents with low lying excited singlet states and their energy levels and decay characteristics are different. The energy spacings amongst the three lowest states are small (< 200 cm$^{-1}$) and at temperatures near RT, to a good approximation, photophysical properties can be treated as rising from a single state having the averaged properties of the three contributors. The energy gap to the fourth state is higher, it is shorter lived because of its greater singlet character, and its population and decay can influence the temperature dependent properties of MLCT chromophores near room temperature in solution.

**MOLECULAR STRUCTURE**

In (d$^5$)(π$^*$) MLCT excited states, 1-electron occupation of the antibonding π$^*$ orbital is expected to lead to structural changes in the chromophoric ligand based on known crystal structures of reduced or partly reduced polypyridyl ligands (ref. 47).

Structural differences between the ground and excited states can be resolved into a linear combination of the normal modes for which there is a change in frequency between states or, more importantly, for which the change in electronic distribution leads to a difference between states in the equilibrium displacement. The pattern of contributing normal modes can be discerned from Resonance Raman spectra by observing which modes are resonantly enhanced by scattering from MLCT transitions since resonance enhancements can only be observed for those normal modes which respond to the change in electronic configuration between the states. Symmetry plays an important role. For example, if there is a symmetrical change in structure between the ground and excited states only those normal modes which belong to the totally symmetric representation of the point group can be involved in the interconversion between structures. For MLCT excited states, molecular orbital calculations have been used to predict the structural change upon excitation and to evaluate qualitatively the contributing normal modes (ref. 48).

From Resonance Raman experiments on Ru(bpy)$_4^{2+}$ and related complexes, a series of 7-8 bpy-based ring stretching modes are enhanced in the range 1000-1600 cm$^{-1}$, a ring torsional mode
at ~600 cm⁻¹ and a series of low frequency modes some of which can be assigned to metal ligand stretching vibrations (ref. 28,29,31,49). Additional information can be obtained from low temperature emission spectra where well-defined vibrational progressions are often observed for MLCT emitters. The energy dependence of the emission intensity is given by [ref. 50,51],

\[ I_{V_{1},V_{2}}(\nu) = (6\pi^4/c^2 \hbar) N_{V_{2}} \sum_{j} \chi_{j,V_{2}}^2 <\Delta \nu^2 >_{j,V_{2}}^{2,2} \] (13)

In Eq. 13 the emission intensity as the number of quanta emitted per energy interval, \( I_{V_{1},V_{2}}(\nu) \), is given as the product of the number of molecules in the emitting state, \( N_{V_{2}} \); the energy of the transition, \( \hbar \nu_{V_{1},V_{2}} \); the speed of light, \( c \); the transition dipole moment, and the product of the vibrational overlap integrals (Franck Condon factors) for the contributing normal modes. The product is over all the contributing modes, \( j \), including solvent and other metal modes. \( \nu_{1} \) and \( \nu_{2} \) are the vibrational quantum numbers in the ground and excited states. Assuming the validity of the harmonic oscillator approximation, the contribution to emission from a \( \nu_{1}=0 \) level in the excited state to a level \( \nu_{2} \) in the ground state is given by the square of the vibrational overlap integral (ref. 51),

\[ \chi_{j,V_{2}}^2 = \left( \frac{S_{V_{2}}}{\nu_{1}} \right)^2 \exp(-S) \] (14)

In Eq. 14, \( S \) is the electron-vibrational coupling constant which is a measure of the difference in equilibrium displacement between the ground and excited states, \( \Delta Q \). It is related to \( \Delta Q \) as shown in Eq. 15 where \( M \) is the reduced mass for the vibration and \( \omega = \frac{2\pi}{\nu} \) is the angular frequency.

\[ S = \frac{1}{2} \left( \frac{M \omega}{M + \omega} \right) (\Delta Q)^2 \] (15)

By using appropriate expressions for the vibrational overlap integrals in Eq. 13, it is possible to derive expressions for the emission spectral profile in terms of the properties of the contributing vibrations. For \([Ru(bpy)_{3}]^{2+}\), it is necessary to include contributions from a medium frequency mode with \( \hbar \omega = \nu_{0} \sim 1300-1400 \) cm⁻¹, a low frequency mode with \( \hbar \omega = 300-400 \) cm⁻¹ and also contributions from solvent modes (dipole orientations) but treated semiclassically (ref. 31,46,52,53). By comparing calculated and observed spectra, the emission spectral fitting procedure can be used to obtain values for the parameters, \( S_{V_{2}} \), \( \hbar \omega_{V_{2}} \), \( \hbar \omega_{L} \), and \( \hbar \omega_{S} \). \( \hbar \omega_{S} \) is the full width at half maximum (FWHM) for an individual vibrational component. The solvent enters through FWHM as a broadening of the individual vibrational component and is related to \( X \), the classical solvent vibrational trapping energy for the electron transfer process corresponding to the excited to ground state transition by (ref. 36)

\[ \chi_{o} = \frac{(\text{FWHM})^2}{16kTln2} = \frac{(\text{FWHM})^2}{2310} \text{ (in cm}^{-1} \text{ at RT)} \] (16)

Given the evidence from Resonance Raman spectra for the participation of a series of medium and low frequency modes, experimentally derived values for \( S_{V_{2}} \), \( \hbar \omega_{L} \), and \( \hbar \omega_{S} \) are averages of contributions from 7 or 8 ring stretching modes and \( S_{L} \), \( \hbar \omega_{L} \) for a series of low frequency modes including metal ligand stretching modes.

Application of the emission spectral fitting procedure to a series of poly(pyridyl) complexes of Ru(II) and Os(II) (ref. 31,46,52,53) have revealed: 1) Best fit values for \( \hbar \omega_{L} \) in the range 1250-1400 cm⁻¹ are consistent with an averaged value for the contributing ring modes observed by Resonance Raman. 2) Values of \( S_{V_{2}} \) that increase linearly with \( S_{V_{1}} \), the \( \nu_{V_{1}} = 0 \), \( \nu_{V_{2}} = 0 \) energy gap between the ground and excited states. The linear increase can be reconciled, at least qualitatively, as an increase in the extent of charge transfer between ground and excited states as \( S_{V_{1}} \) increases.

The experimentally derived values of \( S_{V_{2}} \) lead to a direct approach for calculating excited state structures (ref. 31). An average C-N,C-C bond distance change in the excited state compared to the ground state, \( \Delta r \), can be calculated from \( S_{M} \) by

\[ \Delta r = \frac{2S_{V_{2}}}{b \hbar \omega_{V_{2}}} \] (17)

where \( b \) is the number of C-C and C-N bonds in the ligand, \( b = 13 \) for bpy, and \( M \) is the reduced mass. Applying this analysis to \([Os(bpy)_{3}]^{2+}\) gives \( \Delta r = 0.026 \pm 0.0005 \AA \).

Estimates for changes in average bond displacements between the ground, and excited states can also be obtained based on Badger's rule using the difference in vibrational frequencies between the ground and excited states obtained by ground state Resonance Raman and excited state transient Resonance Raman measurements (ref. 28,29). The relationship between the bond distance change, \( \Delta r = r_{V_{2}} - r_{V_{1}} \), and the frequency differences is shown in Eq. 18.

\[ \Delta r = r_{V_{2}} - r_{V_{1}} = \frac{\ln(\nu_{V_{2}} \omega_{V_{2}})}{\nu_{V_{1}} \omega_{V_{1}}} / 2.45 \] (18)
Based on frequency differences for five $\nu$(bpy) modes from 1268-1610 cm$^{-1}$, values of $\Delta \nu$ in the range 0.0106-0.0173A have been calculated in good agreement with $\Delta \nu$ from emission spectral fitting (ref. 3). From the vibrational analyses, the bpy ring is not considerably distorted in the excited state. As expected, comparisons within a series of related complexes show that $\Delta \nu$ increases with the excited to ground state energy gap consistent with a greater degree of charge transfer. One complication that is yet to be clearly resolved is whether $S_\nu$, $R_\nu$, etc. are significantly different for the three low-lying $^3$MLCT states. At or near room temperature the results obtained by emission spectral fitting are probably those of an averaged contribution from all three states.

EXCITED STATE DECAY

In many cases optical excitation of MLCT chromophores leads to the population of a series of low-lying MLCT states whose radiative and nonradiative properties dominate excited state decay at least at low temperatures. At higher temperatures additional, temperature-dependent processes often appear which play an important role in helping to dictate the photochemical and photophysical properties of the complexes. Before turning to a detailed discussion of radiative and nonradiative decay from MLCT states, it is of value first to consider the competitive processes which appear at higher temperatures.

dd states  In 1976 Van Houten and Watts studied luminescent lifetimes and emission quantum yields for [Ru(bpy)$_3$]$_{2+}$ in water from 0 to 100°C (ref. 54). They found that they could fit the temperature dependent lifetime data to an expression of the form shown in equation 19 where $k$ was interpreted to be the sum of radiative, $k_r$, and nonradiative, $k_{nr}$, decay rate constants for the lowlying, "averaged" MLCT state.

$$\tau(T)^{-1} = k + k_{nr}^{0} \exp(-\Delta E'/RT)$$ (19)

In the interpretation given by Van Houten and Watts $\Delta E'$ was the energy gap from MLCT to a lowlying dd state and $k_{nr}^{0}$ the rate constant for the subsequent decay of the dd state. One pathway for decay of the dd state(s) is ligand loss; photolysis of [Ru(bpy)$_3$]$_{2+}$ in nonaqueous solvents in the presence of anions like Cl$^{-}$ or NCS gives rise to photoinduced anation (ref. 55,56). Ligand loss proceeds via unidentate intermediates like [([bpy]).Ru(NCS)(pyppy)]$^{2+}$, which subsequently loses bpy to give [Ru(bpy)$_3$]$_{2+}$(NCS)$_2$ (ref. 57). In a later study in dichloromethane both lifetime and photochemical quantum yields for ligand loss were observed for [Ru(bpy)$_3$]$_{2+}^{2+}$ as a function of temperature for a series of anions (ref. 58). From those results the photochemical reaction scheme in Fig. 2 was proposed to account for the observed reactivity. In the absence of direct spectroscopic evidence for the dd state, it is not known whether it or $^3$MLCT lies lower in energy for [Ru(bpy)$_3$]$_{2+}^{2+}$.

![Fig. 2A. Energy vs. Ru-N displacement for [Ru(bpy)$_3$]$_{2+}^{2+}$ illustrating the relative dispositions of the three lowest and fourth $^3$MLCT states, the lowest $^1$MLCT state and the energy barrier to the $^3$MLCT $\rightarrow$ dd transition. The relative energy of the dd state is not known.](unauthenticated)

![Fig. 2B. A schematic diagram illustrating ring opening and subsequent reactions from the dd state.](unauthenticated)

Based on this scheme different kinetic limits were proposed to explain the temperature dependence data. In one, the MLCT and dd states are in dynamic equilibrium as suggested by Van Houten and Watts and $\Delta E'$ is the energy difference between $^3$MLCT and dd. In the other, the $^3$MLCT $\rightarrow$ dd transition is an irreversible surface crossing and $\Delta E'$ the energy of activation for the process. For completely chelated complexes like [Ru(bpy)$_3$]$_{2+}^{2+}$, even though photo substitution and chelate opening can be relatively efficient in solvents like water, subsequent chelate ring closure, ([bpy)$_2$Ru(H$_2$O)(pyppy)]$^{2+}$ $\rightarrow$ ([bpy)$_2$Ru(bpy)])$^{2+}$ + H$_2$O, provides a useful pathway for "annealing" the system and avoiding ligand loss.

![Fig. 2A. Energy vs. Ru-N displacement for [Ru(bpy)$_3$]$_{2+}^{2+}$ illustrating the relative dispositions of the three lowest and fourth $^3$MLCT states, the lowest $^1$MLCT state and the energy barrier to the $^3$MLCT $\rightarrow$ dd transition. The relative energy of the dd state is not known.](unauthenticated)

![Fig. 2B. A schematic diagram illustrating ring opening and subsequent reactions from the dd state.](unauthenticated)
Although the photochemical mechanism implied in Fig. 2 appears to be appropriate for [Ru(bpy)_3]^{2+}, it may be far from adequate to cover all possible cases. For example, for [Ru(bpy)_3(py)]^{2+} (py = pyridine) and related complexes a striking difference between the temperature dependences for photoelectron and lifetime (ref. 59,60) has led to the suggestion that direct population of the dd state(s) may occur from singlet MLCT states following initial MLCT excitation.

The roles of solvent and ligand variations on the thermally activated 3MLCT→dd transition have been investigated by temperature dependent lifetime studies (ref. 52,61,62). In the solvent dependence study (ref. 61) the 3MLCT→dd transition was treated as an intramolecular electron transfer process,

\[
(d^0)^5 \rightarrow (d^1)^5 \rightarrow (d^1)^1 (20)
\]

with \(k^0\) and \(E_a\) being the pre-exponential term and energy of activation for the ligand to metal electron transfer,

\[
k = k^0 \exp(-\Delta E'/RT) = A \exp(-E_a/RT) (21)
\]

Significant variations in \(k^0\) and \(\Delta E'\) are also observed in the series of complexes [cis-Ru(bpy)_3(L)]^{2+} where the monochromophoric ligand L was varied (ref. 52). Although there are insufficient data to predict how variations in L influence the relative energies of MLCT and dd states, two trends are discernible: 1) With appropriate variations in the surrounding ligands, for example, by substituting 4,5-diazafluorene for bpy the energy of the dd state can be selectively perturbed leaving the MLCT states relatively unaffected (ref. 63). 2) When L is a good backbonding ligand like Ph or CO, the MLCT state is destabilized relative to the dd state as evidenced by low energy barriers for the MLCT→dd transition. In fact, the striking observation has been made that in the series [cis-Ru(bpy)_3(L)]^{2+} the quantum yield for ligand loss increases linearly with the MLCT emission energy (ref. 64).

The appearance of relatively low lying dd states in polyphenyl complexes of ruthenium, although of some fundamental interest, is a nuisance in the attempt to design new classes of photosensitizers. The dd states are short lived in solution and of little value in a chemical sense. For [Ru(phen)]^{3+} in CHCl_3 at room temperature, 98% of excited state decay occurs through the dd state; 25% for [Ru(bpy)]^{3+} (ref. 58). In addition, the dd states represent a potentially major source of photoinstability. In the series [cis-Ru(bpy)_3(L)]^{2+} (L = py, N-methylimidazole) quantum yields for ligand loss of >40% have been observed (ref. 59,60). The presence of lowlying dd states virtually rules out the possibility of developing a useful family of MLCT-based photosensitizers based on iron. It seems doubtful that any combination of ligands on iron will give both the necessary visible light absorptivity and sufficient destabilization of the dd states to raise them above the MLCT states. For example, MLCT excitation of [Fe(bpy)_3]^{2+} leads to the rapid population and decay (\(\tau=0.6\) ns) of a lowlying dd state (ref. 65).

There are approaches available for designing "dd-free" MLCT sensitizers. The most straightforward is to turn to Os where 10 Dq is higher by 30% and, in general, complexes of Os(II) are photoinert. Even with Os(II), dd states can appear induced by: 1) strong backbonding ligands like Ph or CO, the MLCT state is destabilized relative to the dd state as evidenced by low energy barriers for the MLCT→dd transition. In fact, the striking observation has been made that in the series [cis-Ru(bpy)_3(L)]^{2+} the quantum yield for ligand loss increases linearly with the MLCT emission energy (ref. 64).

In the mixed chelates [Ru(I-L)]^{2+} (n=1,2; L = 2,2'-bipyrazine or 2,2'-bis-isoquinoline) (ref. 43b,68), photochemical ligand loss is quenched for the complexes [Ru(L-L)(bpy)]^{2+} in part because of the lower lying \(\pi^*\) levels at (I-L). Studies of this kind show promise for the design of new classes of photochemically stable sensitizers based on Ru.

The fourth MLCT state

As noted in a previous section, even in the absence of photochemical ligand loss, lifetime studies as a function of temperature reveal the existence of an additional thermally activated process or processes for excited state decay of Os(II) (ref. 41,69) and Ru(II) complexes (ref. 43,68,70).

A contribution to the temperature dependence comes from thermal population and decay from a fourth MLCT (ref. 68) which on theoretical grounds is predicted to have a greater amount of singlet character and be more short lived than the three lowest MLCT states (ref. 44). With this interpretation \(\Delta E'\) is the energy gap to the fourth state and \(k^0\) the rate constant for decay of the fourth state. In contrast to the 3MLCT→dd transition where the parameters \(k^0\) and \(\Delta E'\) are characteristically in the range 10^{2}-10^{4} s^{-1} and 2500-4000 cm^{-1}, for the
nonphotochemical cases, $k^0$ and $\Delta E'$ are generally in the range $10^7$ to $10^9$ s$^{-1}$ and 400-1000 cm$^{-1}$, respectively. As yet, there are insufficient data to establish the factors at the molecular level that dictate the magnitude of the energy splitting between the fourth and lowest three MLCT states and the situation is further clouded by the fact that fits of experimental data to Eq. 19 necessarily force the temperature dependence into a single term. In some cases contributions to the experimental data may come from population and decay of both $\Delta E$ and the fourth MLCT states.

**Radiative decay of MLCT states**

The availability of an extended series of related complexes based on the same chromophore, e.g., [(bpy)Os(L)$_2]^+$, offers the possibility of exploring some of the most fundamental processes available to excited states. Experimentally, it is far simpler to carry out such studies based on poly(pyridyl) complexes of Os(II) rather than Ru(II). Although the properties of the MLCT excited states are entirely analogous, it is necessary to carry out temperature dependent studies for Ru in order to separate out contributions to nonradiative decay from population and decay of $\Delta E$ states.

In a radiative transition energy conservation is achieved by emission of a photon and from Eq. 9 the magnitude of $k_r$ is proportional to the square of the transition dipole moment and to $E_c$. Experimentally, radiative ($k_r$) and nonradiative ($k_{nr}$) decay rate constants are determined by a combination of lifetime ($\tau$) and emission quantum yield ($\phi_e$) measurements.

$$1/\tau = k_r + k_{nr} \quad \phi_e = k_r/k_{nr}$$

(22)

The expression for $\phi_e$ in Eq. 22 assumes that the efficiency of formation of the emitting state following excitation is unity.

For the majority of MLCT excited states which have been studied $\phi_e$ is low (< 10% at room temperature) and difficult to measure accurately which limits the precision of $k_r$ Nonetheless, comparisons amongst a series of related complexes like [(bpy)Os(L)$_2]^+$ show the existence of some systematic trends:

1) Although a considerable scatter appears in the data, $k_r$ increases roughly with $<v>^{-1}$ as predicted by Eq. 9 (ref. 46,71). The linear increase shows that the transition dipole moment must remain relatively constant through the series. 2) There is no electronic distinction between bpy and phen as chromophoric ligands (ref. 46) which is consistent with the results of molecular orbital calculations which show that the $\pi$ character and energies of the lowest lying $\pi^*$ orbitals are similar (ref. 48).

3) The transition dipole moment integral can be evaluated from the slope of the plot of $k_r$ vs. $<v>^{-1}$ and from it an estimate of the molar extinction coefficient of the absorption band corresponding to emission can be obtained which for Os (280-400 M$^{-1}$ cm$^{-1}$) is in reasonable agreement with values estimated from the low temperature single crystal absorption spectrum of [Os(bpy)$_3$]$^{2+}$ (ref. 23).

**Nonradiative decay**

In order for a nonradiative decay process to occur with energy conservation, the energy change associated with the change in electronic configuration between the ground and excited states must appear in the surrounding vibrations. The problem in excited state decay is energy disposal and only those vibrations for which $Q_k$ or $\omega_k$ are different between ground and excited states can accept the released energy. The rate constant $k_{nr}$ is the product of two factors (ref. 72-75): 1) A vibrationally induced electronic coupling term. If the Born-Oppenheimer approximation is assumed to be valid, ground and excited states are orthogonal solutions of the same Hamiltonian and can not mix. In fact, molecular vibrations do lead to slight perturbations in electronic structure. For selected vibrations (the "promoting" modes) one consequence of the perturbation that they exert is a mixing of the excited and ground states which allows the transition between states to occur. 2) Vibrational overlap or Franck-Condon integrals. The fractional distribution of energy released throughout the "acceptor" modes for which $\Delta Q_k$ or $\Delta \omega_k$ depends on the magnitudes of the Franck-Condon overlap integrals (Eq. 14) subject to the constraints imposed by energy conservation.

In the limit of a single promoting mode or of an average contribution from a series of modes, the vibrationally induced electronic coupling term is given by

$$\delta_o = \frac{1}{k_{nr}} \frac{\hbar}{\hbar_k} \left( \frac{\gamma}{\gamma_k} \right)^{1/2}$$

(23)

In Eq. 23 $\gamma_k$ is the angular frequency of the promoting mode and the vibronic integral $C_k$ is defined in Eq. 24 (ref. 46).

$$C_k = \hbar \gamma_k \left( \frac{\gamma}{\gamma_k} \right)^{1/2}$$

(24)

In Eq. 24 $\gamma$ and $\gamma_k$ are the products of the electronic wave functions and the vibrational wave function for the promoting mode, $\psi = \psi_k \cdot C_k$ is the displacement for the promoting modes, and the integral $\int \psi^* \cdot \Delta Q_k \cdot \psi$ contains only non-Born-Oppenheimer operators.
The vibrational overlap integrals describe how the energy is initially partitioned amongst the various intramolecular modes when the excited to ground state transition occurs. For the MLCT excited states radiative and nonradiative decay occur from the same states so that from the resonance Raman and emission spectral fitting studies mentioned earlier contributions must exist from 7-8 medium frequency polyenic ring stretching vibrations, low frequency ring and metal ligand stretching vibrations, and the solvent. The contributions from medium and low frequency modes can be treated as averages through $S_{\text{M,Low}}$ and $S_{\text{T,Low}}$, obtained by emission spectral fitting. If for the energy gap between the excited and ground states, $E \gg S_{\text{M,Low}}$, and if $S_{\text{M,Low}} \gg kT$ (200 kcal/mole at RT), it is possible to evaluate the Franck-Condon integrals, Eq. 14, which gives for $k_{nr}$ (ref. 46,79,81).

$$k_{nr} = \beta_{o} \cdot F = \beta_{o} \cdot \left(1/\hbar \omega_{M} E_{0}^{1/2}\right) \exp\left(-S_{M} \right) \exp\left[-\left(\gamma E_{0}/\hbar \omega_{M} \right) + \left(\gamma + 1\right) \left(\Delta \nu_{1/2}/\hbar \omega_{M} \right)^{2}/16\ln 2\right] \quad (25)$$

$$\gamma = \ln\left(E_{0}/\hbar \omega_{M} \right) - 1 \quad (26)$$

Equation 25 includes contributions from: 1) A dominant acceptor mode ($S_{\text{M,High}}$). 2) Low frequency intramolecular and solvent modes through $\Delta \nu_{1}$. In the classical limit $\Delta \nu_{1}$ is given by,

$$\Delta \nu_{1} = \left(16kT\ln 2 \left(\frac{\gamma}{\gamma + 1}\right)\right)^{1/2} = \left[2310\left(\gamma_{O}/\gamma_{X}^{1}\right)\right]^{1/2} \quad (at \ RT \ in \ cm^{-1}) \quad (27)$$

In Eq. 27 $\gamma_{O}$ is the contribution from solvent and $\gamma_{X}^{1} = \frac{\gamma}{\gamma + 1} \gamma_{X,1,2}$ is the contribution from the intramolecular vibrations; the summation is over all of the contributing low frequency modes with the prime denoting that the higher frequency modes are excluded. 3) An energy gap term $E_{o}$, which is related to the 0-0 energy difference between ground and excited states, $E_{0}$, by $\gamma^{o}$

$$E_{o} = E_{0} - \gamma^{o} \gamma_{1}^{o} - \gamma_{o} \quad (28)$$

$E_{o}$ is the energy at which the $\nu^{0} \rightarrow \nu^{0}$ transition occurs in the emission spectrum for mode $M$ and can be obtained by emission spectral fitting. It is always at higher energy than the apparent emission energy maximum in a structureless emission manifold.

Equations like 25 predict that $lnk_{nr}$ should vary approximately linearly with the energy gap, and that $lnk_{nr}$ and $E_{o}$ have been referred to as "the energy gap law" (ref. 72-75). In the limit $E_{0} > S_{\text{M,Low}}$ energy dissipation through $\nu_{M}$ is dominant and the energy gap term, $(E_{0}/\hbar \omega_{M}) - \nu_{M}$, dictates in turn the vibrational quantum number of the particular vibrational level which dominates the energy acceptor role. $k_{nr}$ increases as $E_{o}$ decreases because vibrational overlap is enhanced for smaller values of $\nu$. Although vibrational levels with high values of $\nu$ would be expected to be small acceptor modes, e.g., $\nu_{v} = 10$ for $E_{2} = 15,000 \text{ cm}^{-1}$ and $\hbar \omega_{M} = 1500 \text{ cm}^{-1}$, in fact, with 7-8 $\nu(bpy)$ modes available, the decay process is dominated by transitions in which energy is dissipated into combinations of the $\nu(bpy)$ modes each of which has a relatively small value of $\nu$. Contributions from low frequency modes and the solvent are included classically in the $\Delta \nu_{1}$ term. Although they play a role in excited state decay, the fraction of energy dissipated through these modes is much smaller (< 10%).

The linear relation between $lnk_{nr}$ and the energy gap predicted by the energy gap law has been observed for families of aromatic hydrocarbons (ref. 73,76,77). However, perhaps the most systematically revealing cases have come from studies of nonradiative decay in a series of MLCT excited states of Ru(II), Os(II), and Re(II) where linear correlations between $lnk_{nr}$ and $E_{o}$ have been observed: 1) for families of related complexes like [{phen}(Os(L))$_{2}^{2+}$ (ref. 46,78), or [{bpy}(Re(O)(L))$_{2}^{2+}$ (ref. 79)] (L = py, Ph$_{3}$, RCH$_{3}$, ...) where the basis for the chromophore is maintained and the energy dissipation varied by changes in L. 2) for [{Os(phen)$_{2}^{2+}$} and a related derivative, by varying the counter ion in dichloromethane solution (ref. 80). 3) for the family [{Ru(bpy)$_{2}$(L)$_{2}^{2+}$} (ref. 43,52) or [{Ru(bpy)$_{3}^{2+}$} in a series of solvents (ref. 61) where temperature dependent studies were used to dissect the contributions to excited state decay from MLCT and dd states. 4) for the families of [{bpy}(Os(L))$_{2}^{2+}$ or [{phen}(Os(L))$_{2}^{2+}$ where the energy gap was changed by solvent variations (ref. 80). 5) for the change from dichloromethane to dichloroacetic acid and ethylene glycol in the glass to fluid glass transition region in 4:1(V/V) ETOH/MeOH (90-140K) where the decrease in emission energy with temperature is paralleled by increases in $lnk_{nr}$ (ref. 82).

In the energy gap law experiments based on MLCT excited state of Os(II) not only are linear relationships observed between $lnk_{nr}$ and the emission energy but the slopes ($\gamma_{o} (lnk_{nr})/\Delta E_{em} = -0.9 \times 10^{6} \text{ cm}^{-1}$) and intersects (27-30) are nearly the same. This is a significant observation since it suggests that the chromophoric basis for the excited states remains the same throughout the series from 7-8 significant variations in the electronic coupling term $\gamma$, that the same pattern of acceptor vibrations is involved throughout the series, and that the energy gap law holds for MLCT decay regardless of how the energy gap is varied at the microscopic level.

Nonetheless, the observation of a linear relationship between $lnk_{nr}$ and $E_{o}$ or $E_{o}$ only demonstrates a qualitative agreement with the underlying theory. $lnk_{nr}$, Eq. 25, is not a
simple function of $E_r$ as shown by the appearance of the term containing ($E_r - E_0$) in the dependence of $\kappa$ on $E_r$. Consequently, there is no quantitative information in the slopes and intercepts of simple plots of $\ln k$ vs. $E_r$.

A far more insightful approach is to use the complete results of emission spectral fitting and the parameters $S_0$, $\hbar \omega_0$, $E_0$, and $\Delta \hbar \omega$ to calculate the vibrational overlap term $F$ in Eq. 25. Based on such calculations for a series of bpy and phen complexes of Os(II) and the relationship, $\ln k_{\nu} = \ln S_0 + \ln F$ from Eq. 25, a remarkably detailed insight is gained into the nonradiative decay process (ref. 46): 1) The major contributor ($>90\%$) to the vibrational overlap term $F$ comes from the medium frequency $\nu(bpy)$ modes and the term $-\nu(bpy)/\nu_{21}$, 2) The slope of a plot of $\ln k$ vs. $\ln F$ is unity as predicted by Eq. 25. 3) Both bpy and phen as chroomophoric ligands lie on the same plot of $\ln k_{\nu}$ vs. $\ln F$ showing that the electronic coupling term $S_0$ is the same for both consistent with the results of the molecular orbital calculations alluded to earlier (ref. 44). The increase by a factor of 3 in $k_{\nu}$ for bpy compared to phen in analogous complexes, arises because of systematically smaller values of $E_r$ and larger values of $S_0$. 4) From Eq. 25 the intercept of a plot of $\ln k_{\nu}$ vs. $\ln F$ gives $\ln S_0 = 34$, $\tilde{\alpha} \approx 6 \times 10^{14} s^{-1}$ and from Eq. 24, $V_\nu \approx 1300 cm^{-1}$. A value of this magnitude for $V_\nu$, is in line with estimates made from absorption band intensities for singlet→singlet transitions which are dipole forbidden but vibronically allowed (ref. 83). The near constancy in $\tilde{\alpha}$ implied by the linear correlation between $\ln k_{\nu}$ and $F$ suggests that the pattern of lowlying MLCT states must remain nearly the same throughout the series of chromophores.

The quantitative success of Eq. 25 is quite striking and its implications profound. As a result of the analysis once $\tilde{\alpha}$ is evaluated for a particular class of chromophore, $k_{\nu}$ can be calculated to within a factor of 3 by emission spectral fitting. The situation is much like that for the appearance of metal to metal charge transfer bands in mixed-valence dimers like [(bpy)$_2$Cu(bpy)$_2$I$_2$] where absorption band spectral profiles have been used to estimate rate constants for intramolecular electron transfer (ref. 10a,84–85). In either case the spectral profiles for the appropriate spectroscopic process, $(bpy)_{2+} \rightarrow (bpy)_{2+}$ or $Cu_{2+} \rightarrow Cu_{2+}$, contain all the needed information required to calculate the vibrational contributions to the electron transfer or nonradiative decay rate constants.

Medium effects From Eq. 25 the solvent plays a minor role as energy acceptor in the initial non-radiative decay process. Following the transition between states and subsequent vibrational relaxation, the energy does ultimately end up in the surrounding solvent thermal pool.

The solvent also plays a role in determining the magnitude of $k_{\nu}$ through the energy gap term $\nu(E_r - \hbar \omega_0)$ which dictates the pattern of $\nu(bpy)$ or $\nu_{21}$ levels which dominate as energy acceptors. For [(Ru(bpy)$_2$)$_2$I$_2$] or [Os(bpy)$_2$Cl$_2$]$_2$ where a dipole is created in the excited state, the excited state is preferentially stabilized relative to the ground state by the surrounding solvent dipoles as shown by the fact that $E_r$ tends to decrease as the static dielectric constant of the solvent increases (ref. 86). As noted above, the changes in $E_r$ are tracked by $\ln k_{\nu}$ as predicted by the energy gap law. However, the microscopic origins of the solvent shifts observed in $E_r$ are not understood (ref. 81,86) and dielectric continuum theory, which does provide a basis for accounting for solvent shifts for MLCT absorption bands (ref. 39), is not successful for $E_m$ (ref. 86).

Experimental evidence is available to suggest that in hydroxyllic solvents, especially $H_2O$ or CH$_3OH$, high frequency $\nu(O-H)$ modes at ~3500 cm$^{-1}$ can also play a role as energy acceptors in nonradiative decay (ref. 81,86). The evidence includes the fact that for the family of complexes [Os(phen)$_2$(L)$_2$]$_2^+$ in both polar organic and hydroxyllic solvents, plots of $\ln k_{\nu}$ vs. $E_m$ show that excited state decay is always faster in the hydroxyllic solvents and that a significant $k_{CH_3OH}/k_{H_2O}$ kinetic isotope effect exists (~2). Even though $S$ is small for such vibrations, they make a contribution because of their relatively high frequencies (~3500 cm$^{-1}$) (ref. 86).

The emission and lifetime characteristics of MLCT excited states, most notably for [(Ru(bpy)$_2$)$_2$I$_2$]$_2^+$, have been investigated in a variety of media ranging from cryosupercritical CO$_2$ to glasses and polymeric films (ref. 34,41,70,87–90). In such media where dipole reorientations in the surrounding medium are restricted and different chemical environments may exist for the excited state, non-exponential decay kinetics are often observed and intramolecular processes such as the MLCT→d metal charge transfer can be inhibited. An important contributor to such effects is, no doubt, the fact that in a hard glass, polymeric film, or the solid state, dipole reorientation times are long on the time scale for excited state decay. Dipole orientations surrounding the molecule are necessarily constrained to be those appropriate to the electronic configuration of the ground state. By contrast, in solution solvent dipole reorientation times are shorter than excited state lifetimes for all except the shortest lived excited states. The solvent dipoles have the opportunity to reorient to configurations appropriate to the electronic configuration of the excited state before it decays. Consequently the excited state is stabilized in fluid solution compared to a rigid medium.
In glasses, in the intermediate temperature range between the hard glass and fluid states, interesting time dependent phenomena can be observed as the correlation times for dipole reorientations approach the time scale for excited state decay (ref. 91-92). In this domain a complex time dependence for excited state decay is predicted since as solvent dipoles reorient a time dependence is introduced into the energy gap, \( E_0(t) \frac{dE_0(t)}{dt} \) leading to a time dependence in \( k_{\text{em}} \), \( k_{\text{em}}(t) = \frac{E_0(t)}{h} \), Eq. 25. In this limit measurements taken at a single wave length give rise to nonexponential decay kinetics but dipole reorientation and excited state decay can be deconvoluted using the full emission spectrum as a function of time. Based on the deconvolution, excited state decay measurements can be used to probe the dynamics of dipole reorientation as the glass softens.

**SYNTHETIC DESIGN OF EXCITED STATE PROPERTIES**

From the synthetic point of view, the availability of MLCT chromophores based on variations in the chromophoric and non-chromophoric ligands (ref. 43,60,93-96) is quite remarkable since it offers the possibility of "designer" excited states where photophysical and photochemical properties can be controlled in a systematic way by synthetic variations. As a result of the photochemical and photophysical studies described herein and the remarkably consistent patterns that emerge, it is possible to formulate a set of "rules" that can both account for excited state properties and guide the design of new complexes. 1) Radiative decay rates vary approximately with \( E_0 h \). For complexes of Os(II) and Ru(II) having the same emission energies, \( k_0 \) for Os will be greater by a factor of \( \text{higher spin-orbit coupling constant for Os} \). 2) Nonradiative decay is dominated by the energy accepting role of a series of polynuclear-based ring stretching vibrations. For equivalent bpy and phen complexes the MLCT complexes undergo more rapid non-radiative decay by a factor of \( \sim 3 \) because of smaller values of \( E_0 (E_0 h) \) and larger values of \( E_0 \). Non-radiative decay rates are more rapid in 

\[
E_0 \frac{dE_0}{dt} = k_{\text{em}}
\]

\[
E_0 \frac{dE_0}{dt} = k_{\text{em}}
\]

5) Since the ligand-based \( [\text{phen} \text{Os(L)}_4]^{2+/+} \) couple is relatively insensitive to variations in \( E_0 \), \( E_{\text{em}} \) varies linearly with \( E_0 \) for the M(III/II)-based couple. As a consequence, in a closely related series of complexes, excited state emission energies, lifetimes, and emission efficiencies can all be estimated simply by measurement of the potential of the ground state Os(III/II) couple (ref. 14a). 6) In complexes of Ru(II) complications exist from low-lying dd states and unravelling their contributions to excited state properties demands temperature dependent lifetime studies. As yet, there are insufficient data and an absence of the theoretical insight needed to make clear predictions about how relative energies of the MLCT and dd states vary with variations in ligands. However, in certain mixed chelates containing at least one good polypyridyl-based \( \pi \)-accepting ligand, the energy gap between the MLCT and IF states can be sufficiently large that the population of dd states is relatively insignificant at room temperature. Photochemical ligand loss is inhibited for chelates where the chelate can reclose following dissociation and is favored in polar organic solvents in the presence of coordinating anions like C\(_2\) which can capture open coordination sites.
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