Research Article

Muhammet Yazıcı* and Süleyman Şengül

Approximate Solutions to the Nonlinear Klein-Gordon Equation in de Sitter Spacetime

DOI 10.1515/phys-2016-0037
Received Mar 16, 2016; accepted Jul 22, 2016

Abstract: We consider initial value problems for the nonlinear Klein-Gordon equation in de Sitter spacetime. We use the differential transform method for the solution of the initial value problem. In order to show the accuracy of the results for the solutions, we use the variational iteration method with Adomian’s polynomials for the nonlinearity. We show that the methods are effective and useful.
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1 Introduction

In this article, we are interested in the initial value problem for the nonlinear Klein-Gordon equation in de Sitter spacetime,

\[ \phi_{tt} + nH\phi_t - e^{-2Ht}\Delta\phi + m^2\phi = |\phi|^{p-1}\phi, \]

\[ \phi(t, 0) = \varphi_0(x), \quad \phi_t(t, 0) = \varphi_1(x), \quad x \in \mathbb{R}^n, \quad t \in [0, \infty), \]

where \( m > 0 \) represents physical mass, \( H \) is the Hubble constant and \( p > 1 \). The sign of \( H \) specifies the model of the universe. If \( H < 0 \), then it is called the anti de Sitter spacetime model while \( H = 0 \) determines the Minkowski spacetime model. On the other hand, when \( H > 0 \), then the so-called de Sitter spacetime model describes exponential expansion of the universe.

The Klein-Gordon equation arises in relativistic physics such as cosmology and in general relativity, in particular in quantum field theory. We briefly explain how the equation in (1) is deduced.

The line element in de Sitter spacetime is given by

\[ ds^2 = -\left(1 - \frac{r^2}{R^2}\right) dt^2 + \left(1 - \frac{r^2}{R^2}\right)^{-1} dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2), \]

where \( R \) is the radius of the universe. By using the Lemaitre-Robertson transformation in [1],

\[ r' = \frac{r}{\sqrt{1 - r^2/R^2}}e^{-Ht/R}, \quad t' = t + \frac{2}{R} \ln \left(1 - \frac{r^2}{R^2}\right), \]

\[ \theta' = \theta, \quad \phi' = \phi, \]

the line element has the following form

\[ ds^2 = -dt'^2 + e^{2Ht/R} \left(dr'^2 + r'^2 d\theta'^2 + r'^2 \sin^2 \theta' d\phi'^2\right). \]

Changing the coordinates as

\[ t = t', \quad x_1 = r' \sin \theta' \cos \phi', \quad x_2 = r' \sin \theta' \sin \phi', \quad x_3 = r' \cos \theta', \]

we get

\[ ds^2 = -dt^2 + e^{2Ht} \left(dx_1^2 + dx_2^2 + dx_3^2\right), \]

where \( H = 1/R \).

We may write the line element in general spatial dimensions as

\[ ds^2 = -dt^2 + e^{2Ht} \left(dx_1^2 + \ldots + dx_n^2\right). \]

Thus the corresponding metric is

\[ (g_{ik})_{\text{obs, kon}} := \text{diag}(-1, e^{2Ht}, \ldots, e^{2Ht}). \]

Let \( g := \det(g_{ik})_{\text{obs, kon}} \) and \( (g^{ik})_{\text{obs, kon}} \) be the inverse matrix of \( (g_{ik})_{\text{obs, kon}} \). Then the scalar field \( \phi \) in de Sitter spacetime is described by the following equation:

\[ \frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x_i} \left(\sqrt{|g|}g^{ik} \frac{\partial \phi}{\partial x_k}\right) = m^2 \phi - V'(\phi), \]

where \( x_0 := t \) and \( V(\phi) \) is a potential function. More explicitly, we get

\[ \phi_{tt} + nH\phi_t - e^{-2Ht}\Delta\phi + m^2\phi = -V'(\phi), \]
\[ (x, t) \in \mathbb{R}^n \times [0, \infty). \]  

(5)

Setting \( \phi^{p-1} \phi = -V'(\phi) \), we obtain the equation in (1).

In Minkowski spacetime, the initial value problem for the semilinear Klein-Gordon equation

\[ u_{tt} - \Delta u + m^2 u = |u|^\alpha u, \]

(6)

has been extensively investigated. The existence of global weak solutions has been obtained by Jörgens [2], Pecher [3], Brenner [4], Ginibre and Velo [5, 6]. On the other hand, the initial value problem for so-called Higgs boson equation

\[ u_{tt} - \Delta u - m^2 u = -|u|^\alpha u, \quad (x, t) \in \mathbb{R}^n \times \mathbb{R} \]

in Minkowski spacetime, and

\[ \phi_{tt} + nH\phi_t - e^{-2Ht}\Delta \phi - m^2 \phi = -|\phi|^\alpha \phi, \]

(7)

in de Sitter spacetime have been studied by Yagdjian [7], and the necessary conditions have been derived for the existence of the global solution that the solution has a changing sign and is oscillating in time.

Turning back to the initial value problem (1), the small data global existence result is proved by Yagdjian [8] in Sobolev space \( H^s(\mathbb{R}^n) \) for \( s > n/2 \) when \( m \in (0, \sqrt{n^2 - 1}/2) \cup [n/2, \infty) \). In Nakamura [9], the existence of local and global solutions with power type nonlinear terms are shown by using the energy method in the case of large mass, i.e., \( m \geq n/2 \).

Our first aim in this article is to give approximate solutions of (1) based on the initial data by using the differential transform method in de Sitter spacetime. This method was first considered by Zhou [10] for solving initial value problems in electrical circuit analysis. Jang, Chen and Liu [11] used the two dimensional differential transform for obtaining the analytic solutions of linear and nonlinear partial differential equations. In addition, Kurnaz, Oturanç and Kiris [12] generalized the transform method to the \( n \) dimensional case for solving partial differential equations.

In Minkowski spacetime (that is, \( H = 0 \)), the initial value problem for the Klein-Gordon equation

\[ u_{tt} - \Delta u + u = u^p, \quad \mathbb{R}^n \times [0, \infty), \]

where \( p \geq 2 \) has been studied with the differential transform method by Kanth and Aruna [13] in one spatial dimension and by Do and Jang [14] in higher spatial dimension.

On the other hand, in order to illustrate our results, we use another method called variational iteration. This method which is iterative based on a correction functional with a Lagrange multiplier was first considered by He [15, 16]. It was applied to the Klein-Gordon equation by Yusufoğlu [17] in Minkowski spacetime.

This paper is organized as follows. In Section 2, we give the definition of the differential transform and some basic properties of the transform. The basic concepts of the variational iteration method are given in Section 2.1. Section 3 is devoted to some numerical examples. We apply the methods to the linear and nonlinear Klein-Gordon equations in de Sitter spacetime to investigate the solutions. The results obtained by the differential transform method are compared with the variational iteration method. We give the conclusion in the last section.

### 2 Preliminaries

#### 2.1 Differential Transform Method

We give the definition and some properties of differential transformations for solving (1). (See, e.g., [11–13].)

Let the function \( u(x, t) \) be analytic in the domain \( D \) and let \( (x_0, t_0) \in D \). Then the differential transform \( U(k, h) \) of the function \( u(x, t) \) which is the series expanded at \( (x_0, t_0) \in D \) defined by

\[ U(k, h) = \frac{1}{k!h!} \left[ \frac{\partial^k u(x, t)}{\partial x^k} \right]_{(x_0, t_0)} = 1. \]

(7)

The differential inverse transform of \( U(k, h) \) is defined by

\[ u(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} U(k, h)(x-x_0)^k(t-t_0)^h. \]

(8)

The following fundamental properties of differential transformations are listed in [11–13]. Since the proofs are directly the result of (7), we give only their statements.

**Theorem 2.1.** Let \( c \in \mathbb{R} \) be a constant. Assume that \( U(k, h) \), and \( V(k, h) \) are the differential transforms of the functions \( u(x, t) \) and \( v(x, t) \) respectively. Then we have the following properties for linearity:

1. If \( w(x, t) = u(x, t) \pm v(x, t) \) then, \( W(k, h) = U(k, h) \pm V(k, h) \).
2. If \( w(x, t) = cu(x, t) \) then, \( W(k, h) = cU(k, h) \).

**Theorem 2.2.** Let \( U(k, h) \) be the differential transform of the function \( u(x, t) \). If \( w(x, t) = \frac{\partial^p u(x, t)}{\partial x^p \partial t^q} \), then \( W(k, h) = \frac{(k+p)!(h+q)!}{p!q!} U(k+p, h+q) \).
Theorem 2.3. Let $U(k, h)$ and $V(k, h)$ be the differential transforms of the functions $u(x, t)$ and $v(x, t)$ respectively. If $w(x, t) = u(x, t)v(x, t)$, then we have the transformation $W(k, h) = \sum_{p=0}^k \sum_{q=0}^h U(k - p, q)V(p, h - q)$.

Theorem 2.4. Let $a, b \in \mathbb{R}$ be constants. If $w(x, t) = e^{ax+bt}$, then $W(k, h) = a^h b^k \frac{1}{k! h!}$.

2.2 Variational Iteration Method

In this subsection, basic concepts of the variational iteration method are given for the general nonlinear differential equation

$$Lu(x, t) + Nu(x, t) = g(x, t)$$

(9)

where $L$ is a linear operator, $N$ is a nonlinear operator and $g(x, t)$ is a given analytic function. By [15], the correction functional for (9) is written as

$$u_{i+1}(x, t) = u_i(x, t) + \int_{0}^{t} \lambda (Lu_i(x, \tau)) d\tau + Nu_i(x, \tau) - g(x, \tau) \right) d\tau, \quad i \geq 0,$$

(10)

where $\lambda$ is a Lagrange multiplier and $\tilde{u}_i$ is a restricted variation which is $\delta \tilde{u}_i = 0$. The Lagrange multiplier $\lambda$ is obtained via integration by parts from the restricted variation of the correction functional $\delta u_{i+1} = 0$. (See, e.g., [15, 16, 18].)

3 Applications

In this section, the differential transform method is applied to solve the linear and nonlinear Klein-Gordon equations in de Sitter spacetime. To illustrate the accuracy of the results, we compare them with the results obtained by using the variational iteration method. We have used Mathematica 10 for the results. However, we notice that the computations in the nonlinear term for the variational iterative method become complicated. In order to overcome the difficulty arising in calculating, we apply the variational iteration method with Adomian’s polynomials for the nonlinear part proposed in [19, 20]. For simplicity, we take $H = 1$ and $m = 1$.

Example 1. We first consider the initial value problem for the linear Klein-Gordon equation in de Sitter spacetime,

$$\phi_{tt} + \phi_t - e^{-2t} \Delta \phi + \phi = 0, \quad (x, t) \in \mathbb{R} \times [0, \infty),$$

(11)

If we take the differential transform of the equation in (11), by using Theorem 2.1, Theorem 2.2 and Theorem 2.3, we get

$$-\sum_{s=0}^{h} \frac{(-2)^{h-s}}{(h-s)!} [(k+1)(k+2)\phi(k+2, s)] + \phi(k, h) = 0.$$  

(12)

Hence we have

$$\phi(k, h + 2) = -\frac{1}{(h+2)}\phi(k, h + 1) - \frac{1}{(h+1)(h+2)}\phi(k, h) + \frac{1}{(h+1)(h+2)} \sum_{s=0}^{h} \frac{(-2)^{h-s}}{(h-s)!} [(k+1)(k+2)\phi(k+2, s)],$$

(13)

for $h = 0, 1, 2, \ldots$. From Theorem 2.4, the transforms of the initial conditions in (11) are

$$\phi(0, h) = \frac{(-1)^{k}}{k!}, \quad \phi(1, h) = 0.$$  

(14)

Substituting (14) into (13), we obtain the closed form of the solution as

$$\phi(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \phi(k, h)x^{k}t^{h}$$

$$= \left(1 - \frac{t^3}{3} + \frac{t^4}{4} - \frac{7t^5}{60} + \frac{23t^6}{360} - \frac{109t^7}{2520} + \frac{113t^8}{4032}\right)$$

$$- \frac{27559}{181440} + \ldots$$

$$\times \left(1 - \frac{t^3}{3} + \frac{t^4}{4} - \frac{7t^5}{60} + \frac{23t^6}{360} - \frac{109t^7}{2520} + \frac{113t^8}{4032}\right)$$

$$- \frac{27559}{181440} + \ldots\right) e^{-x}.$$

(15)

On the other hand, if we apply the variational iteration method, we construct the correction functional as

$$\phi_{i+1}(x, t) = \phi_i(x, t) + \int_{0}^{t} \lambda (\phi_{i+1}(x, \tau) + \phi_i(x, \tau)$$

$$- e^{-2\tau} \phi_{i+1}(x, \tau) + \phi_i(x, \tau)) \right) d\tau.$$  

(16)

In order to make (16) stationary, and noticing that $\delta \phi_i = 0$, we get

$$\delta \phi_{i+1}(x, t) = \delta \phi_i(x, t) + \int_{0}^{t} \lambda (\phi_{i+1}(x, \tau) + \phi_i(x, \tau)$$

$$- e^{-2\tau} \phi_{i+1}(x, \tau) + \phi_i(x, \tau)) \right) d\tau.$$
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Using the iteration formula (22), we obtain
\[ -e^{-2t} \frac{\partial R(x, t)}{\partial t} + \phi_t(x, t) \] (17)

By using integration by parts, we have the following conditions
\[ \lambda'' - \lambda' + \lambda = 0, \] (18)
\[ 1 + \lambda - \lambda \big|_{t=0} = 0, \] (19)
\[ \lambda(t) = 0. \] (20)

Therefore the Lagrange multiplier has the following form:
\[ \lambda(t) = \frac{2 \sin(\sqrt{3}(t - 0)/2)}{\sqrt{3}}. \] (21)

Hence we obtain the iterative formula
\[ \phi_{i+1}(x, t) = \phi_i(x, t) + \int_0^t 2 \sin(\sqrt{3}(t - 0)/2) e^{(t-r)/2} \]
\[ \times \left( \phi_{i+1}(x, t) + \phi_{i+1}(x, t) - e^{-2t} \phi_{i+1}(x, t) \right) dr, \] (22)

for \( i \geq 0 \) where we set the first step
\[ \phi_0(x, t) = \phi(x, 0) + t \phi_t(x, 0) = e^{-x}. \] (23)

Using the iteration formula (22), we obtain
\[ \phi_1(x, t) = \frac{1}{3} e^{-2t-x} + \frac{2}{3} e^{x-t/2} \left( \cos(\sqrt{3}t/2) \right) \]
\[ + \sqrt{3} \sin(\sqrt{3}t/2), \]
\[ \phi_2(x, t) = \frac{7}{27} e^{-4t-x} + \frac{5}{27} \left( x + 201e^{2t} \right) \cos(\sqrt{3}t/2) \]
\[ + \sqrt{3} \left( 1 + 181e^{2t} \right) \sin(\sqrt{3}t/2), \]
\[ \phi_3(x, t) = \frac{532}{643188} e^{-6t-x} + \frac{9}{643188} \left( 9269 + 159030e^{2t} \right) \cos(\sqrt{3}t/2) \]
\[ + 474357e^{4t} \cos(\sqrt{3}t/2) + \sqrt{3} \left( -403 \right. \]
\[ + 27094e^{4t} + 426413e^{4t} \) \sin(\sqrt{3}t/2), \] (24)

and so on. A closed form solution is not obtainable for the initial value problem (11). Therefore this approximation can only be used for numerical purposes. In order to illustrate our results, we use another method called the projected differential transform method. This method which is a series solution with respect to the variable \( t \) at \( t_0 \) was introduced in [14]. Since it is similar to the differential transform method, we omit the statements. The comparison between the sixth iteration solution of the variational iteration method, the differential transform method and the projected differential transform method are given in Table 1.

**Example 2.** We consider the initial value problem for the nonlinear Klein-Gordon equation in de Sitter spacetime,
\[ \phi_{tt} + \phi - e^{-2t}\Delta \psi \phi + \phi = |\phi|^2\phi, \ (x, t) \in \mathbb{R} \times [0, \infty), \]
\[ \phi(x, 0) = e^{-x}, \ \phi_t(x, 0) = 0, \ x \in \mathbb{R}. \] (25)

If we take the differential transform of the equation in (25), by using Theorem 2.1, Theorem 2.2 and Theorem 2.3, we get
\[ (h + 1)(h + 2) \Phi(k, h + 2) + (h + 1) \Phi(k, h + 1) \]
\[ - \frac{1}{(h + 2)} \sum_{s=0}^{h} \frac{(-2)^{h-s}}{(h-s)!} \left( [k + 1](k + 2) \Phi(k + 2, s) + \Phi(k, h) \right) \]
\[ \sum_{w=0}^{k} \sum_{v=0}^{k-w} \sum_{s=0}^{h-s} \sum_{m=0}^{w} \Phi(w, h - s - m)\Phi(w, s)\Phi(k - w - v, m). \] (26)

Hence we have
\[ \Phi(k, h + 2) = - \frac{1}{(h + 2)} \Phi(k, h + 1) - \frac{1}{(h + 1)(h + 2)} \Phi(k, h) \]
\[ + \frac{1}{(h + 1)(h + 2)} \sum_{s=0}^{h} \frac{(-2)^{h-s}}{(h-s)!} \left( [k + 1](k + 2) \Phi(k + 2, s) \right) \]
\[ + \frac{1}{(h + 1)(h + 2)} \sum_{w=0}^{k} \sum_{v=0}^{k-w} \sum_{s=0}^{h-s} \sum_{m=0}^{w} \Phi(w, h - s - m)\Phi(w, s) \]
\[ \cdot (k - w - v, m), \] (27)

for \( h = 0, 1, 2, \ldots \). From Theorem 2.4, the transforms of the initial conditions in (25) are
\[ \Phi(k, 0) = \frac{(-1)^k}{k!}, \ \Phi(k, 1) = 0. \] (28)

Substituting (28) into (27), we obtain the closed form of the solution as
\[ \Phi(x, t) = \sum_{k=0}^{\infty} \sum_{h=0}^{\infty} \Phi(k, h) x^h t^h = 1 + \frac{t^2}{2} - \frac{t^4}{2} + \frac{3t^6}{4} \]
\[ - \frac{97t^8}{120} - \frac{3t^8}{2} - \frac{5t^8}{6} \]
\[ + \frac{11t^8}{12} - \frac{3t^6}{6} - \frac{9t^6}{4} + \frac{29t^4}{12} + \frac{x^2}{4} + \frac{83t^4}{144} + \ldots. \] (29)

On the other hand, if we apply the variational iteration method to (25), we have the following the correction functional as
\[ \Phi_{i+1}(x, t) = \Phi_i(x, t) + \int_0^t \lambda \Phi_{i+1}(x, \tau) + \Phi_{i+1}(x, \tau) \]
Substituting (33) and (36) into (32), the components \( \phi_i \) are obtained by

\[
\phi_{i+1}(x, t) = \phi_i(x, t) + \frac{1}{2} \lambda(\phi_{i+1}(x, t) + \phi_i(x, t)) - e^{-2t} \phi_{2xx}(x, t) + \phi_i(x, t) - \phi_i(x, t)) d\tau, \tag{31}
\]

Due to the stationary condition for the nonlinear part, we have the same Lagrange multiplier with (21). Hence we obtain the iterative formula

\[
\phi_{i+1}(x, t) = \phi_i(x, t) + \frac{2}{\sqrt{3}} \sin\left(\frac{\sqrt{3}(t - \tau)}{2}\right) e^{(t-\tau)/2} \left\{ \phi_{i+1}(x, t) + \phi_i(x, t) + \phi_i(x, t) - e^{-2t} \phi_{2xx}(x, t) + \phi_i(x, t) - \phi_i(x, t) \right\} d\tau, \tag{32}
\]

for \( i \geq 0 \). The nonlinear part \( N(\phi) = |\phi|^2 \phi \) in (25) can be expressed by the Adomian’s polynomials as follows

\[
N(\phi) = \sum_{j=0}^{\infty} A_j. \tag{33}
\]

The polynomials \( A_j \) are defined in [21] by

\[
A_0 = N(\phi_0),
A_1 = \phi_1 N'(\phi_0),
A_2 = \phi_2 N(\phi_0) + \frac{1}{2} \phi_1^2 N''(\phi_0),
A_3 = \phi_3 N'(\phi_0) + \phi_1 \phi_2 N'(\phi_0) + \frac{1}{3!} \phi_1^3 N'''(\phi_0),
\ldots,
\]

where we set

\[
\phi_0(x, t) = \phi(x, 0) + t \phi_1(x, 0) = e^{-x}. \tag{35}
\]

The Adomian’s method defines the series solution \( \phi = \phi(x, t) \) by

\[
\phi(x, t) = \sum_{i=0}^{\infty} \phi_i(x, t). \tag{36}
\]

Substituting (33) and (36) into (32), the components \( \phi_i \) are obtained by

\[
\phi_{i+1}(x, t) = \phi_i(x, t) + \frac{2}{\sqrt{3}} \sin\left(\frac{\sqrt{3}(t - \tau)}{2}\right) e^{(t-\tau)/2} \left( \sum_{j=0}^{i} \phi_{j+1}(x, t) \right)
+ \sum_{j=0}^{i} \phi_{j+1}(x, t) - e^{-2t} \sum_{j=0}^{i} \phi_{jxx}(x, t) + \sum_{j=0}^{i} \phi_j(x, t)
+ \sum_{j=0}^{i} \phi_j(x, t) \right) d\tau, \tag{37}
\]

for \( i \geq 0 \). From the iteration formula (37), we obtain

\[
\phi_1(x, t) = \frac{\sqrt{3}}{6} e^{-2t+3x} \left( 3e^{2t} + e^{2x} - 3e^{2(t+x)} \right) + \frac{\sqrt{3}}{6} e^{-t/2+3x} \times (-3 + 3e^{2x}) \cos(\sqrt{3}t/2) + (-3 + 6e^{2x}) \sin(\sqrt{3}t/2),
\]

\[
\phi_2(x, t) = \frac{1}{52} e^{-4t-x} + \frac{1}{6} e^{-2t-3x} \left( 15 + (-3\sqrt{3})e^{2x} \right) - \frac{1}{4} \left( e^{-5x} + e^{-3x} \right) \times (9 + (-3 + 2\sqrt{3})e^{2x})
+ \frac{195}{1092} e^{-5t/2-x} + \left( \frac{-489}{1092} + \frac{\sqrt{3}}{3} \right) e^{-t/2-x}
+ \frac{39}{2184} e^{-5t/2-3x} (-81 + e^{-2t}(109 - 28\sqrt{3} - 84t))
+ \frac{1638}{2184} e^{-t/2-5x} \times (t - 3) \cos(\sqrt{3}t/2)
+ \frac{39\sqrt{3}}{2184} e^{-5t/2-3x} \left( 9 + 2e^{2x} \right) \sin(\sqrt{3}t/2)
- \left( \frac{1}{728} \right) \left( -728 + 366\sqrt{3} \right) e^{-t/2-x}
+ \frac{\sqrt{3}}{72} (5 + 3t) e^{-t/2-5x}
- \frac{39}{2184} (-28 + 135\sqrt{3} + 28\sqrt{3}t) e^{-t/2-3x} \right) \left. \sin(\sqrt{3}t/2) \right] \tag{38}
\]

and so on. A closed form solution is not obtainable for the initial value problem (25). Therefore we can only use this approximation for numerical values of the solution. The comparison between the fourth iteration solution of the variational iteration method, the differential transform method and the projected differential transform method are given in Table 2.

### 4 Conclusion

In this contribution, we have considered the Klein-Gordon equations in de Sitter spacetime. The lack of results for the global solutions of such nonlinear equations motivate us to approach the solutions approximately. Therefore, differential transforms and variational iteration methods were used. To overcome the computational difficulty arising from the nonlinear term, we have used Adomian’s polynomials with the variational iterative method. Since the analytical solutions of these initial value problems are not obtainable from these approaches, we deal with the numerical results. As shown in Table 1 and Table 2, we get
Table 1: Comparison between the value $\phi$ for the solution of the linear Klein-Gordon equation for differential transform method (DTM), variational iteration method (VIM) and projected differential transform method (PDTM) at values of $(x, t)$.

<table>
<thead>
<tr>
<th>$t = 0.1$</th>
<th>DTM</th>
<th>VIM</th>
<th>PDTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 0.1$</td>
<td>0.901457</td>
<td>0.901457</td>
<td>0.901457</td>
</tr>
<tr>
<td>$x = 0.2$</td>
<td>0.811477</td>
<td>0.811477</td>
<td>0.811477</td>
</tr>
<tr>
<td>$x = 0.3$</td>
<td>0.721519</td>
<td>0.721519</td>
<td>0.721519</td>
</tr>
<tr>
<td>$x = 0.4$</td>
<td>0.632569</td>
<td>0.632569</td>
<td>0.632569</td>
</tr>
<tr>
<td>$x = 0.5$</td>
<td>0.543619</td>
<td>0.543619</td>
<td>0.543619</td>
</tr>
<tr>
<td>$x = 0.6$</td>
<td>0.454669</td>
<td>0.454669</td>
<td>0.454669</td>
</tr>
<tr>
<td>$x = 0.7$</td>
<td>0.365719</td>
<td>0.365719</td>
<td>0.365719</td>
</tr>
<tr>
<td>$x = 0.8$</td>
<td>0.276769</td>
<td>0.276769</td>
<td>0.276769</td>
</tr>
<tr>
<td>$x = 0.9$</td>
<td>0.187819</td>
<td>0.187819</td>
<td>0.187819</td>
</tr>
<tr>
<td>$x = 1.0$</td>
<td>0.098869</td>
<td>0.098869</td>
<td>0.098869</td>
</tr>
</tbody>
</table>

Table 2: Comparison between the value $\phi$ for the solution of the nonlinear Klein-Gordon equation for differential transform method (DTM), variational iteration method with Adomian's polynomials (VIM-A) and projected differential transform method (PDTM) at values of $(x, t)$.

<table>
<thead>
<tr>
<th>$t = 0.1$</th>
<th>DTM</th>
<th>VIM-A</th>
<th>PDTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 0.1$</td>
<td>0.901457</td>
<td>0.901457</td>
<td>0.901457</td>
</tr>
<tr>
<td>$x = 0.2$</td>
<td>0.811477</td>
<td>0.811477</td>
<td>0.811477</td>
</tr>
<tr>
<td>$x = 0.3$</td>
<td>0.721519</td>
<td>0.721519</td>
<td>0.721519</td>
</tr>
<tr>
<td>$x = 0.4$</td>
<td>0.632569</td>
<td>0.632569</td>
<td>0.632569</td>
</tr>
<tr>
<td>$x = 0.5$</td>
<td>0.543619</td>
<td>0.543619</td>
<td>0.543619</td>
</tr>
<tr>
<td>$x = 0.6$</td>
<td>0.454669</td>
<td>0.454669</td>
<td>0.454669</td>
</tr>
<tr>
<td>$x = 0.7$</td>
<td>0.365719</td>
<td>0.365719</td>
<td>0.365719</td>
</tr>
<tr>
<td>$x = 0.8$</td>
<td>0.276769</td>
<td>0.276769</td>
<td>0.276769</td>
</tr>
<tr>
<td>$x = 0.9$</td>
<td>0.187819</td>
<td>0.187819</td>
<td>0.187819</td>
</tr>
<tr>
<td>$x = 1.0$</td>
<td>0.098869</td>
<td>0.098869</td>
<td>0.098869</td>
</tr>
</tbody>
</table>
similar results for the solutions of the linear and nonlinear Klein-Gordon equations. Hence the numerical results reveal that the proposed methods are accurate and effective for the approximate solutions.
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