Abstract: Brain computer interface (BCI) allows to control external devices only with the electrical activity of the brain. In order to improve the system, several approaches have been proposed. However it is usual to test algorithms with standard BCI signals from experts users or from repositories available on Internet. In this work, extreme learning machine (ELM) has been tested with signals from 5 novel users to compare with standard classification algorithms. Experimental results show that ELM is a suitable method to classify electroencephalogram signals from novice users.
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1 Introduction

The electroencephalogram (EEG) measures and records the electrical activity generated by brain structures. When brain cells (neurons) are activated, local current flows are produced therefore using electrodes placed on the scalp, the electrical activity of the brain can be collected and saved. In this way, electroencephalographic reading is a completely non-invasive procedure that can be applied repeatedly to patients, normal adults, and children with virtually no risk or limitation [14]. As it is widely accepted [5, 6], EEG signal is considered a chaotic dynamical system. EEG signal is chaotic because its amplitude changes randomly with respect to time, see Figure 1 [4, 12, 13].

The research on EEG signals offers an excellent opportunity to improve the understanding of the brain function. Thus the analysis of the EEG signal has been used to detect abnormal functions of the brain like disorders such as autism, dementia, schizophrenic, depression etc... [8, 19–21]. Besides medical applications, the information extracted in this type of analysis has been used for non-medical purposes such as mental fatigue, emotion recognition or BCI.

A BCI offers an alternative to natural communication and control. A BCI is an artificial system that bypasses the body’s normal afferent pathways, which are the neuromuscular output channels [1]. This means that there is direct communication between the brain signal and the computer. A general scheme of a motor imagery (MI) BCI system could be represented by 5 main steps, as presented in Figure 2. All BCI systems start with a brain signal, thus it is crucial to acquire the brain activity and it is necessary to place electrodes on the scalp in the most suitable areas for each experiment. In a first stage, the user must develop a predefined mental task (motor imagery). The EEG signal changes according to the task and these signals are acquired by electrodes and transmitted to the next step. In step 2, the EEG signal is digitized, amplified and filtered in order to delete undesired signals called artifacts. The artifacts could be bio-signals such as heart beating or breath, or noise such as a power line. Then, the clean signal goes to step 3 where the system applies several techniques in order to compute features to be used as descriptors of...
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Figure 2: Generic Scheme of a BCI system compound by 5 main blocks: 1) Mental task; 2) EEG acquisition; 3) Feature Extraction techniques; 4) Pattern Classification; 5) Applications

the EEG signals for the pattern recognition machine. The Features are classified in step 4, Pattern Classification, and the predictions are used or presented in step 5. Finally, the user observing the application gets feedback from the system and can modify his EEG signals to improve the performance of the BCI system.

Although there are several studies about BCI systems it is usual that every one selects one or two feature extraction techniques for step 3, and one or more from step 4 due to the lack of a unique way to implement BCI systems. In addition, it is common that researchers use signals from repository data available on Internet such as BCI competitions I-IV or from expert users. It is well known that a BCI system requires the adaptation of the user to the system, so it is necessary to train the user in order to get good results [15–17]. In a MI BCI experiment an accuracy between 80% and 90% is expected after 6-9 training sessions of 20 minutes [18]. Nevertheless, and according to the state-of-the-art, certain subjects may face difficulties to use MI-based BCI systems and, in these cases, the classification performances are quite poor even using multiple training sessions [11]. Therefore, it is expected a previous selection of subjects with good classification performances in the experiments. In contrast, in this work the response of a system with EEG signals from 5 novel users without previous selection will be analyzed. We will test power spectrum density (PSD) as a feature extraction method combined with three classifiers: extreme learning machine (ELM); linear discriminant analysis (LDA) and support vector machine (SVM) in order to know which is the combination that reaches the highest classification accuracy.

Extreme learning machine (ELM) provides a fast and efficient multilayer perceptron (MLP) training [28]. Although Huang formalized the idea of ELM algorithm [25, 26], it was previously analyzed in other works [23, 24]. Huang demonstrated that the ELM is a universal approximator for a wide range of random computational nodes. ELM has been used for BCI systems, using it in its classic form, in voting optimized strategy, based on weighted probabilistic model, with adaptive extreme learning machine, and other variants [37–40]. However, it has not been tested with novice users.

The main contribution of this work is to test the ELM suitability to classify EEG signals from novice subjects for BCI systems, which until now had not been used with this type of users.

The paper is organized as follows: Section 2 describes the acquisition of the EEG signal, the Feature extraction and, ELM; Section 3 describes the experimental work; Section 4 presents and discuss the experimental results; and in Section 5, the main concluding remarks are stated. Finally, the acknowledgements to the funding organizations and late Master are stated in this article.

2 Material and methods

2.1 EEG signal generation and acquisition

For this work we have used a dataset generated in the University Centre of Defence at the Spanish Air Force Academy, Spain. The dataset is composed by EEG signals from 5 right-handed males volunteers (21, 30, 33 years old) with normal vision implementing a Motor Imagery task. They have imagined the right and left hand movement according to a predefined timing. It is important to remark that none of these subjects have used a BCI system before the current experiment. It entails that there has been no a previous selection of the users, therefore, low classification results are expected in comparison with expert users.

The EEG signals have been captured with a gUSBamp (g.tec Medical Engineering GmbH, Austria) and two bipolar channels (C3-C4) thus passive electrodes were located at FC3, CP3, FC4 and CP4 positions. In this case Ag/AgCl passive electrodes were used. The amplifier was configured to acquired the data at 256Hz with 8 bits. A band pass filter was also applied between 0.5 and 30 Hz to erase artifacts. The users were comfortably seated in front of a screen to do the experiments. They must be relaxed and imagine the movement of the right or left hand looking at
the specific type of mental activity, the person is awake. When the awake person’s attention is directed and they are found in the EEGs of most adults when they are 8-13 Hz) and 13-30Hz) [7, 10]. α waves are rhythmical waves (4-8 Hz) normally occur in parietal and temporal regions in children, but they also appear during emotional stress in some adults [3].

It is important to note that the researchers only calculate α and β bands because they have the most discriminative information for the BCI experiments [7]. For computing these energies, the first step is to obtain the fast Fourier transform (FFT) of the EEG signals. Then, the corresponding coefficients of the α and β bands are added. Finally, the power of this addition is obtained by:

\[ P_\alpha = \frac{\text{FFT}(\text{EEG}_\alpha)^* \text{FFT}(\text{EEG}_\alpha)}{p^2}; \]

\[ P_\beta = \frac{\text{FFT}^*(\text{EEG}_\beta) \text{ FFT}(\text{EEG}_\beta)}{p^2}. \]

where \( p \) is the number of points in the signal temporal window of the signal, \( \text{FFT}(\text{EEG}_\alpha) \) denotes the FFT of the EEG signal in α band and \( \text{FFT}^*(\text{EEG}_\alpha) \) denotes its complex conjugate. The same notation is used for the β band of the EEG signal, \( \text{EEG}_\beta \).

\[ \text{Figure 3: Scheme of BCI paradigm applied} \]

2.2 Feature extraction methods

In BCI, researchers have applied different techniques in step 3 [4, 10, 11]. Power spectrum density (PSD) has been computed as a feature extraction approach to test the ELM as a suitable method to be implemented in BCI systems to classify EEG signals from the first session of novice users. It is important to remark that PSD is a standard method for these systems [8]. Below there is a brief explanation about the algorithm used in this work.

2.2.1 Power spectral density

It is usual to decomposed EEG signals in four bands called α, β, θ and δ [2, 3]. However it is usual that researchers use only two bands in motor imagery BCI systems, α (8-13 Hz) and β (13-30Hz) [7, 10]. α waves are rhythmical waves and they are found in the EEGs of most adults when they are awake. When the awake person’s attention is directed to some specific type of mental activity, the α waves are replaced by higher frequency β waves. θ waves (4-8 Hz) normally occur in parietal and temporal regions in children, but they also appear during emotional stress in some adults [3].

The previous \( N \) equations can be expressed by:

\[ \text{HB} = \text{T}, \]

where

\[ \text{H}(w_1, \ldots, w_M, b_1, \ldots, b_M, x_1, \ldots, x_N) = \]

\[ \text{y}_i = \sum_{j=1}^{M} \beta_j f(w_j \cdot x_i + b_j) = \text{t}_i, \quad i = 1, \ldots, N. \]
In order to get a reference, the performances of ELM have been evaluated with a linear method (PSD) from novice subjects. In this study EEG signals have been used as described in Section 2.1. To get the features, in a first step, it has been computed from 2 windows of 1 second located in the center of each trial (5-6s and 6-7s), see Figure 3. Subsequently, each feature has been averaged in a single vector, thus there are two features (α and β) from each channel in each trial that go to the classifier. It is important to remark that we have done a previous evaluation of some of the most used linear feature extraction techniques such as PSD, Hjorth and AAR [8]. However preliminary results show that Hjorth and AAR present very low performance with all the classifiers tested in this work, while PSD could get acceptable results for these signals. Thus we have discarded others approaches and we have chosen PSD as the most suitable method to explore the ELM in BCI systems.

In order to get a reference, the performances of ELM have been compared with the standard LDA and SVM techniques. These methods are widely used by researchers in BCI environments due to the successful results obtained by them [9, 10]. For SVM, a linear kernel has been used, since a standard SVM with linear kernel is the most used method for BCI [9, 22]. For the ELM, a Gaussian kernel has been used, since it provides a non-linear solution and better results. In order to make an accurate and fair performance evaluation of the different classification approaches, this study uses a leave-one-out cross validation (LOO-CV) procedure [36]. LOO-CV avoids undesirable shifts from the random selection of training and test sets. For the N total number of samples involved in the study, one is retained for testing, and the remaining N-1 are used for training the classifier using the ELM approach. This process is repeated N times (i.e. an iteration for each input vector) Note that all cases are used for training and testing purposes during the N iterations of the LOO-CV procedure and, also, the performance evaluation measures are computed at the end of this iterative procedure.

4 Results

Table 1 shows the accuracy results obtained under LOO-CV (in %) using PSD as feature and three classifiers: ELM, LDA and SVM. As may be expected, values were not especially high. This is considered within normality due to the inexperience of the users and the absence of feedback in the system.

For the three classifiers, LOO-CV has been used. LDA and SVM produce stable performance, however, ELM showed a random initialization of the weights, so 30 initializations were made, and the results have been shown in relation to mean and standard deviation.

According to the results ELM improves the LDA and SVM performance for User 2 with 71.36% ± 0.284% vs 66.67% of LDA, for User 3 with 69.79% ± 0.420% vs 56.41% of LDA and SVM, and for User 4 with 58.54% ± 0.407% vs 53.81% of SVM. However for User 1 SVM showed the best result with 71.79%, and for User 5 LDA improved the other results with 71.79%. It is interesting to note that ELM gets results between 65.67% ± 3.21% and 71.36% ± 4.02% in contrast to LDA that showed a low value for User 4 (41.03%) and SVM that presents 51.28% for User 2. Therefore, in this study, ELM achieved acceptable results for all users. As is shown in Figure 3, from the average data of the three methods, ELM improves significantly the mean classification performance of the LDA and SVM approaches: 66.51% vs. 60.51% and 59.47% respectively.

To validate this assertion, a non parametric statistical test has been performed. Specifically, the Wilcoxon

\[
\begin{bmatrix}
  f(w_1 \cdot x_1 + b_1) & \ldots & f(w_M \cdot x_1 + b_M) \\
  \vdots & \ddots & \vdots \\
  f(w_1 \cdot x_N + b_1) & \ldots & f(w_M \cdot x_N + b_M)
\end{bmatrix}_{N \times M}
\]

where \( H \in \mathbb{R}^{N \times M} \) is the hidden layer output matrix of the MLP, \( B \in \mathbb{R}^{M \times m} \) is the output weight matrix, and \( T \in \mathbb{R}^{N \times m} \) is the target matrix of the \( N \) training cases. The MLP training is given by the solution of the least square problem of (4). The optimal output weight layer is \( \hat{\beta} = H^T T \), where \( H^T \) is the Moore-Penrose pseudo-inverse [27]. ELM needs to fix the number of hidden neurons. To do this, several pruned methods have been proposed [29–34]. The most commonly used method to avoid the exhaustive search for the optimal value of \( M \), is the ELM optimally pruned (OP-ELM) [34]. The OP-ELM sets a very high initial number of hidden neurons and classifies them according to their importance is solving the problem [35]. The pruning of neurons is done by choosing the combination of neurons that provides lower Leave-One-Out error [34].

3 Experimental work

The aim of the experiments was to test ELM as an algorithm to classify features extracted with a linear method (PSD) from novice subjects. In this study EEG signals have been used as described in Section 2.1. To get the features, in a first step, it has been computed from 2 windows of 1 second located in the center of each trial (5-6s and 6-7s), see Figure 3. Subsequently, each feature has been averaged in a single vector, thus there are two features (α and β) from each channel in each trial that go to the classifier. It is important to remark that we have done a previous evaluation of some of the most used linear feature extraction techniques such as PSD, Hjorth and AAR [8]. However preliminary results show that Hjorth and AAR present very low performance with all the classifiers tested in this work, while PSD could get acceptable results for these signals. Thus we have discarded others approaches and we have chosen PSD as the most suitable method to explore the ELM in BCI systems.

In order to get a reference, the performances of ELM have been compared with the standard LDA and SVM techniques. These methods are widely used by researchers in BCI environments due to the successful results obtained by them [9, 10]. For SVM, a linear kernel has been used, since a standard SVM with linear kernel is the most used method for BCI [9, 22]. For the ELM, a Gaussian kernel has been used, since it provides a non-linear solution and better results. In order to make an accurate and fair performance evaluation of the different classification approaches, this study uses a leave-one-out cross validation (LOO-CV) procedure [36]. LOO-CV avoids undesirable shifts from the random selection of training and test sets. For the N total number of samples involved in the study, one is retained for testing, and the remaining N-1 are used for training the classifier using the ELM approach. This process is repeated N times (i.e. an iteration for each input vector) Note that all cases are used for training and testing purposes during the N iterations of the LOO-CV procedure and, also, the performance evaluation measures are computed at the end of this iterative procedure.

The aim of the experiments was to test ELM as an algorithm to classify features extracted with a linear method (PSD) from novice subjects. In this study EEG signals have been used as described in Section 2.1. To get the features, in a first step, it has been computed from 2 windows of 1 second located in the center of each trial (5-6s and 6-7s), see Figure 3. Subsequently, each feature has been averaged in a single vector, thus there are two features (α and β) from each channel in each trial that go to the classifier. It is important to remark that we have done a previous evaluation of some of the most used linear feature extraction techniques such as PSD, Hjorth and AAR [8]. However preliminary results show that Hjorth and AAR present very low performance with all the classifiers tested in this work, while PSD could get acceptable results for these signals. Thus we have discarded others approaches and we have chosen PSD as the most suitable method to explore the ELM in BCI systems.

In order to get a reference, the performances of ELM have been compared with the standard LDA and SVM techniques. These methods are widely used by researchers in BCI environments due to the successful results obtained by them [9, 10]. For SVM, a linear kernel has been used, since a standard SVM with linear kernel is the most used method for BCI [9, 22]. For the ELM, a Gaussian kernel has been used, since it provides a non-linear solution and better results. In order to make an accurate and fair performance evaluation of the different classification approaches, this study uses a leave-one-out cross validation (LOO-CV) procedure [36]. LOO-CV avoids undesirable shifts from the random selection of training and test sets. For the N total number of samples involved in the study, one is retained for testing, and the remaining N-1 are used for training the classifier using the ELM approach. This process is repeated N times (i.e. an iteration for each input vector) Note that all cases are used for training and testing purposes during the N iterations of the LOO-CV procedure and, also, the performance evaluation measures are computed at the end of this iterative procedure.

4 Results

Table 1 shows the accuracy results obtained under LOO-CV (in %) using PSD as feature and three classifiers: ELM, LDA and SVM. As may be expected, values were not especially high. This is considered within normality due to the inexperience of the users and the absence of feedback in the system.

For the three classifiers, LOO-CV has been used. LDA and SVM produce stable performance, however, ELM showed a random initialization of the weights, so 30 initializations were made, and the results have been shown in relation to mean and standard deviation.

According to the results ELM improves the LDA and SVM performance for User 2 with 71.36% ± 0.284% vs 66.67% of LDA, for User 3 with 69.79% ± 0.420% vs 56.41% of LDA and SVM, and for User 4 with 58.54% ± 0.407% vs 53.81% of SVM. However for User 1 SVM showed the best result with 71.79%, and for User 5 LDA improved the other results with 71.79%. It is interesting to note that ELM gets results between 65.67% ± 3.21% and 71.36% ± 4.02% in contrast to LDA that showed a low value for User 4 (41.03%) and SVM that presents 51.28% for User 2. Therefore, in this study, ELM achieved acceptable results for all users. As is shown in Figure 3, from the average data of the three methods, ELM improves significantly the mean classification performance of the LDA and SVM approaches: 66.51% vs. 60.51% and 59.47% respectively.

To validate this assertion, a non parametric statistical test has been performed. Specifically, the Wilcoxon
Signed Ranks Test is used [41]. A peer review has been performed. Comparing ELM to LDA, the \( p \)-value obtained is 0.04, which indicates that there are significant differences to 96\%, being the best ELM. Likewise, when applying the test with ELM against SVM, the \( p \)-value=0.01 indicates that there are significant differences to 99\%, being ELM better than SVM. However, there are no significant differences between LDA and SVM, since the \( p \)-value = 0.477.

Table 1: Obtained PSD results (Accuracy -ACC-) by several classifier of five novel users. Performance evaluation has been done under a LOO-CV procedure.

<table>
<thead>
<tr>
<th>Novel user</th>
<th>Method</th>
<th>ACC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>User(_1)</td>
<td>LDA</td>
<td>66.67</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>71.79</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td>67.23±02.84</td>
</tr>
<tr>
<td>User(_2)</td>
<td>LDA</td>
<td>66.67</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>51.28</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td>71.36±04.02</td>
</tr>
<tr>
<td>User(_3)</td>
<td>LDA</td>
<td>56.41</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>56.41</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td>69.79±02.40</td>
</tr>
<tr>
<td>User(_4)</td>
<td>LDA</td>
<td>41.03</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>53.81</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td>58.54±04.70</td>
</tr>
<tr>
<td>User(_5)</td>
<td>LDA</td>
<td>71.79</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>64.10</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td>65.67±03.21</td>
</tr>
</tbody>
</table>

It is widely known each subject is different and the performance of the same experiment and system could be different between users and even for the same user in different trials or sessions. Figure 4 shows the mean accuracy values of all users taking in to account the mean of the data of the three classifiers applied for each user. Thus, Users 1, 2 and 5 improved the mean value of the group in contrast with Users 2 and 3. Probably Users 1 and 2 have good skills to control BCI systems under motor imagery paradigms. Therefore, they could be suitable candidates to be trained to develop future experiments.

5 Conclusions and future work

This study tested an ELM with EEG signals from 5 novices users using a MI based BCI system. PSD features were computed and averaged from 2 central windows with 1 second each one. In order to compare the accuracy of the classification results obtained by ELM, two standard classifiers, LDA and SVM have been implemented. The results have been evaluated under LOO-CV and showed that, in contrast to LDA and SVM, ELM reached appropriate results in all the users, and besides that, it outperformed in 3 of 5 users standard methods. Therefore, the tested methodology showed a suitable performance for application in MI BCI systems.

Future research on this topic should be focused on testing ELM with wider data sets, as well as with signals from BCI expert users or from reference signals in BCI approaches such us BCI competitions. In addition, future studies could be accomplished to compute and combine features in three or four temporal windows to take in to
account the time course of the signal. Other possibilities of the ELM will be evaluated, such as different variants of pruning and selection of the architecture. Finally, it might be interesting to implement more feature extraction techniques and classifiers.
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