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Abstract: In the several fields of industries the product comes from more than one production line, which is required to work the comparative life tests. This problem requires sampling of the different production lines, then the joint censoring scheme is appeared. In this article we consider the life time Pareto distribution with jointly type-II censoring scheme. The maximum likelihood estimators (MLE) and the corresponding approximate confidence intervals as well as the bootstrap confidence intervals of the model parameters are obtained. Also Bayesian point and credible intervals of the model parameters are presented. The life time data set is analyzed for illustrative purposes. Monte Carlo results from simulation studies are presented to assess the performance of our proposed method.
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1 Introduction

To be more accurate, we suppose manufactured products are taken from two separate lines with the same conditions and choose two samples of sizes \( m \) and \( n \) from these two lines, to test in a life testing experiment. Under the considerations of cost and time, the experimenter stopped the experiment after a prior fixed number of failures. The unit type and it is failure time is recorded until a prior fixed number of failures is obtained. Different authors have dealt with this type of censoring and its statistics earlier such as, Rao et al. [1], Basu [2], Johnson and Mehrotra [3], Mehrotra and Johnson [4], Bhattacharyya and Mehrotra [5], Mehrotra and Bhattacharyya [6], Balakrishnan and Rasouli [7], Rasouli and Balakrishnan [8], and recently Shafay et al. [9]. Recently, Kundu [10] presented new type-II progressive censoring scheme for two samples.

Suppose that product from two lines \( \Omega_1 \) and \( \Omega_2 \), from a product \( \Omega_1 \), \( m \) (i.i.d) lifetimes random variables \( T_1, T_2, \ldots, T_m \) belong to population with CDF \( F_1(t) \) and PDF \( f_1(t) \) distribution and density functions, respectively. Also, \( n \) (i.i.d) lifetimes random variables \( Y_1, Y_2, \ldots, Y_n \) belong to population with CDF \( F_2(y) \) and PDF \( f_2(y) \) of product \( \Omega_2 \). Furthermore, suppose \( Z_1 \leq Z_2 \leq \cdots \leq Z_r \) are the order sample of the \( m + n \) random variables \( \{T_1, T_2, \ldots, T_m, Y_1, Y_2, \ldots, Y_n\} \). Hence, from the jointly type-II censored sample described above, the observed data set \( (Z, \delta) \) consists of \( Z = (Z_1, Z_2, \ldots, Z_r) \) with \( 1 \leq r \leq m + n \) and \( \delta = (\delta_1, \delta_2, \ldots, \delta_r) \) with \( \delta_i = 1 \) or 0 depending on whether \( Z_i \) is an \( T \) or \( Y \). The Pareto distribution is used to describe the distribution of wealth among individuals because it seemed to show rather well the method that a larger portion of the wealth of any society is owned by a smaller percentage of the people in that society. Also, the Pareto distribution is used to describe a distribution of income. In reliability studies Pareto distribution is used in life tests to analyse life time data in reliability studies. Ref. [11] considered constant-stress partially accelerated life testing under Pareto distribution with type-I censoring. More recently, researchers have discussed different application of the Pareto distribution for many types of data sets. For example, for new characterizations of the Pareto distribution see Nofal and El Gebaly [12] and for the odd Pareto families of distributions for modeling loss payment data see Mdziniso and Cooray [13].

The Pareto distribution is a power probability distribution, which is used in the description of geophysical, scientific, social, actuarial, and many other types of observable phenomena. Pareto distribution applied in different cases of life testing. The two-parameter Pareto distribution has the density function (PDF) and distribution function (CDF)
respectively, given by
\[ f_j(x; \alpha_j, \theta_j) = \alpha_j \theta_j^{\alpha_j} (\theta_j + x)^{-(\alpha_j+1)}, \quad x > 0, \]
\[ a_j > 0, \quad \theta_j > 0, \quad j = 1, 2, \quad (2) \]
\[ F_j(x; \alpha_j, \theta_j) = 1 - \theta_j^{\alpha_j} (\theta_j + x)^{-\alpha_j}, \quad x > 0. \]
\[ (3) \]
And reliability function (RF), and hazard rate function (HF) are given, respectively, by
\[ R_j(t) = \theta_j^{\alpha_j} (\theta_j + t)^{-\alpha_j}, \quad t > 0, \quad (4) \]
\[ H_j(t) = \alpha_j (\theta_j + t)^{-1}, \quad t > 0. \]
\[ (5) \]

The Pareto distribution is used in different branches such as in analysing business failure data and economic studies. Many authors have studied the Pareto distribution such as Balkema and Haan [14], Arnold [15], Vidondo et al. [16], Childs et al. [17], Al-Awadhi and Ghitany [18], Howlader and Hossain [19], Abd-Elfattah et al. [20] discussed Bayesian inferences with Pareto distribution. Hossain and Al-Ghamdi [21] used the Pareto distribution to determine the optimal test times of changing stress level under a simple stress scheme with cumulative exposure model.

In this paper we discuss a joint type-II censoring scheme and its properties for obtaining the estimators of the Pareto distribution parameters, although the results can be extended for other lifetime distributions and other censoring schemes. We obtain the MLEs of the unknown parameters. It is also observed that MLEs with normal approximation the approximate confidence interval is obtained. For comparison purposes we proposed to use bootstrap confidence intervals. Bayesian point and interval estimators are presented with the help of MCMC method and results are compared with MLEs and bootstrap confidence intervals.

In this article, The maximum likelihood estimators for the unknown parameters are derived, and the corresponding approximate confidence intervals are presented in Section 2. The two bootstrap confidence intervals are discussed in Section 3. Under SE and MCMC method of Bayesian estimation based on jointly type-II censoring Pareto distribution samples are developed in Section 4. A numerical example for illustration to the results obtained in this paper is presented in Section 5. An assessment and a comparison of the results by Monte Carlo studies are presented in Section 6. Finally comment about the result of simulation studies is shown in Section 7.

2 Maximum likelihood estimation

Suppose that \((Z_1, Z_2, ..., Z_r)\) be the \(r\)-first order statistics of \((T_1, T_2, ..., T_m, Y_1, Y_2, ..., Y_n)\), and each of a sample \(T^s\) and \(Y^s\) are independent random samples from the two distributions (2). Also let \(q = (\alpha_1, \alpha_2), \eta = (\theta_1, \theta_2), s = (m, n), l = (m_r, n_r)\) and \(\omega = (\delta_1, 1 - \delta_1)\). Then the likelihood function with the jointly samples and distributions is presented by equations (2) and (3), is given by
\[ L(q, \eta | z) \propto \prod_{j=1}^{2} \sum_{k=1}^{q_j} \sum_{l=1}^{q_l} \omega_j \log(\eta_j) \exp \left\{ -q_j + \sum_{i=1}^{r} \omega_j \log(\eta_j + Z_i) \right\}. \]
\[ (6) \]
So the natural logarithm of the likelihood function is presented by
\[ \ell(q, \eta | z) \propto \sum_{j=1}^{2} \left( \ell_j \log(q_j) + s_j q_j \log(\eta_j) - (q_j + 1) \right) \]
\[ \times \sum_{i=1}^{r} \omega_j \log(\eta_j + Z_i) - q_j (s_j - l_j) \log(\eta_j + Z_i) \right\}. \]
\[ (7) \]

2.1 MLE’s

The likelihood equations are obtained from the first partial derivatives of (7) with each \(q_i\) and \(\eta_i, i = 1, 2\) as
\[ \frac{\partial \ell(q, \eta | z)}{\partial q_i} = \ell_j \log(q_j) - (q_j + 1) \sum_{i=1}^{r} \frac{\omega_j \eta_j}{\eta_j + Z_i} - (s_j - l_j) \log(\eta_j + Z_i) = 0, \]
and
\[ \frac{\partial \ell(q, \eta | z)}{\partial \eta_j} = s_j q_j \log(\eta_j) - (q_j + 1) \sum_{i=1}^{r} \frac{\omega_j \eta_j}{\eta_j + Z_i} - (s_j - l_j) \log(\eta_j + Z_i) = 0, \]

hence
\[ q_i(\eta_i) = \frac{1}{T_j}, \]
\[ (8) \]
and
\[ \eta_i = s_j \left[ \sum_{i=1}^{r} \frac{\omega_j}{\eta_j + Z_i} + (s_j - l_j) \log(\eta_j + Z_i) - s_j \log \eta_j \right], \]
\[ (9) \]
where
\[ T_j = \sum_{i=1}^{r} \omega_j \log(\eta_j + Z_i) + (s_j - l_j) \log(\eta_j + Z_i) - s_j \log \eta_j, \]
\[ (10) \]
From the likelihoods equations, we obtained the two nonlinear equations (9) solved numerically with respect to \(\theta_1\) and \(\theta_2\) with any numerical methods such as quasi-Newton Raphson or fixed point, to obtain the MLE, \(\hat{\theta}_1\) and \(\hat{\theta}_2\), and hence \(\hat{a}_1\) and \(\hat{a}_2\) by using (8).
2.2 Observed Fisher information

Under obtaining the second partial derivatives of the log-likelihood function in (7), we have

\[ \frac{\partial^2 \ell(q, η|z)}{∂q_j^2} = -\frac{l_j}{q_j}, \quad j = 1, 2, \tag{11} \]

\[ \frac{\partial^2 \ell(q, η|z)}{∂η_j^2} = \frac{s_j q_j}{η_j^2} + (q_j + 1) \sum_{i=1}^{r} \frac{ω_j}{(η_j + z_i)^2} + \frac{q_j (s_j - l_j)}{(η_j + z_r)^2}, \tag{12} \]

\[ \frac{\partial^2 \ell(q, η|z)}{∂q_j∂η_j} = \frac{∂^2 \ell(q, η|z)}{∂η_j∂q_j} = \frac{s_j}{η_j} - \frac{r}{η_j + z_i} - (s_j - l_j), \tag{13} \]

\[ \frac{∂^2 \ell(q, η|z)}{∂q_1∂q_2} = \frac{∂^2 \ell(q, η|z)}{∂q_2∂q_1} = \frac{∂^2 \ell(q, η|z)}{∂η_1∂η_2} = \frac{∂^2 \ell(q, η|z)}{∂η_2∂η_1} = 0, \tag{14} \]

\[ \frac{∂^2 \ell(q, η|z)}{∂q_2∂η_2} = \frac{∂^2 \ell(q, η|z)}{∂η_2∂q_1} = \frac{∂^2 \ell(q, η|z)}{∂η_2∂η_1} = \frac{∂^2 \ell(q, η|z)}{∂q_1∂η_1} = 0. \tag{15} \]

The Fisher information matrix \( I(a_1, θ_1, α_2, θ_2) \) is then obtained by taking expectation of minus eq. (11-15). Under some mild regularity conditions, \((a_1, θ_1, α_2, θ_2)\) is approximately bivariate normally distributed with mean \((a_1, θ_1, α_2, θ_2)\) and covariance matrix \( I^{-1}(a_1, θ_1, α_2, θ_2) \). In practice, we usually estimate \( I^{-1}(a_1, θ_1, α_2, θ_2) \) by \( I_0^{-1}(a_1, θ_1, α_2, θ_2) \). A simpler and equally valued procedure is to use the approximation

\[
\begin{align*}
(a_1, θ_1, α_2, θ_2) &\sim N((a_1, θ_1, α_2, θ_2), I_0^{-1}(a_1, θ_1, α_2, θ_2))
\end{align*}
\]

where \( I_0(a_1, β_1, α_2, β_2) \) is observed information matrix given by

\[
\begin{bmatrix}
-\frac{∂^2 \ell(1,z)}{∂α_1^2} & -\frac{∂^2 \ell(1,z)}{∂α_1∂α_2} & -\frac{∂^2 \ell(1,z)}{∂α_1∂θ_1} & -\frac{∂^2 \ell(1,z)}{∂α_1∂θ_2} \\
-\frac{∂^2 \ell(1,z)}{∂α_2∂α_1} & -\frac{∂^2 \ell(1,z)}{∂α_2^2} & -\frac{∂^2 \ell(1,z)}{∂α_2∂θ_1} & -\frac{∂^2 \ell(1,z)}{∂α_2∂θ_2} \\
-\frac{∂^2 \ell(1,z)}{∂θ_1∂α_1} & -\frac{∂^2 \ell(1,z)}{∂θ_1∂α_2} & -\frac{∂^2 \ell(1,z)}{∂θ_1^2} & -\frac{∂^2 \ell(1,z)}{∂θ_1∂θ_2} \\
-\frac{∂^2 \ell(1,z)}{∂θ_2∂α_1} & -\frac{∂^2 \ell(1,z)}{∂θ_2∂α_2} & -\frac{∂^2 \ell(1,z)}{∂θ_2∂θ_1} & -\frac{∂^2 \ell(1,z)}{∂θ_2^2}
\end{bmatrix}
\]

where \( \ell(z) = \ell(a_1, θ_1, α_2, θ_2|z) \). From the bivariate normal distribution with mean \((a_1, θ_1, α_2, θ_2)\), the joint approximate confidence intervals of parameters \(α_1, θ_1, α_2, θ_2\) can be obtained. Thus, the 100(1-2γ)% approximate confidence intervals for \(α_1, θ_1, α_2, θ_2\) are

\[
\hat{a}_1 \pm z_γ \sqrt{v_{11}}, \hat{θ}_1 \pm z_γ \sqrt{v_{22}}, \hat{α}_2 \pm z_γ \sqrt{v_{33}}, \text{and} \hat{θ}_2 \pm z_γ \sqrt{v_{44}}, \tag{17}
\]

where \( v_{11}, v_{22}, v_{33}, \) and \( v_{44} \) are the elements presented by main diagonal of \( I^{-1}(a_1, θ_1, α_2, θ_2) \) in (17) and \( z_γ \) is the tabulated value of the \( N(0, 1) \) distribution with significant level equal \( 2γ \).

3 Bootstrap confidence intervals

The bootstrap is a commonly used method not only to estimate confidence intervals, but is also used in estimation bias, variance of an estimator and calibration of hypothesis tests. Parametric and nonparametric bootstrap methods are exposed in [22] and [23]. The parametric bootstrap methods are used to present two confidence intervals, percentile and \( t \) bootstrap confidence intervals (see [24] and [25]) with respect to the following algorithm:

1. For given original data set \((z, δ) = (z_1, δ_1), i = 1, 2, ..., r, 1 \leq r < N\), \( δ_1 = 1 \) or 0 depending on whether \( z_i \) is an \( T^- \) or \( Y^- \) failure the MLEs of parameters say \( a_1, θ_1, a_2, θ_2 \) are obtained.
2. From Pareto distribution with parameters \( a_1, θ_1, a_2, θ_2 \) and the same values of \( m, n \) and \( r \), generate a random sample \((z^*, δ^*) = (z_1^*, δ_1^*), i = 1, 2, ..., r, 1 \leq r < N\).
3. With respect to \( z^*, δ^*, m, n, \) \( r \) the bootstrap sample estimations \( a_1^*, θ_1^*, a_2^*, θ_2^* \) are obtained.
4. Steps 2 and 3 repeated \( M \) times to represent the different bootstrap samples.
5. Arrange the different bootstrap samples in an ascending order as \((ψ_k^{(1)}, ψ_k^{(2)}, ..., ψ_k^{(M)})\), \( k = 1, 2, 3, 4 \) where \( ψ_k^1 = a_1^*, ψ_k^2 = θ_1^*, ψ_k^3 = a_2^*, ψ_k^4 = θ_2^* \).

Percentile bootstrap confidence interval:

The CDF of \( ψ_k^1 \) defined by \( W(z) = P(ψ_k^1 \leq z) \) then bootstrap- \( ψ_k^1 \) is \( W^{-1}(z) \) for given \( z \). Then the approximate bootstrap 100(1-2γ)% confidence interval of \( ψ_k^1 \) given by

\[
\text{bootstrap-} ψ_k^1(γ), \text{ bootstrap-} ψ_k^1(1-γ).
\]

Bootstrapping-t confidence interval:

define the order statistics \( ψ_k^{[j]} < ψ_k^{[2]} < \ldots < ψ_k^{[M]} \), where

\[
ψ_k^{[j]} = \frac{ψ_k^{[j]} - ψ_k}{\sqrt{\text{var}(ψ_k^{[j]})}}, \quad j = 1, 2, ..., M, \quad k = 1, 2, 3, 4,
\]

\[
\text{Let} \ W(z) = P(ζ_k < z) \text{ be the CDF of } ζ_k. \text{ For a given } z, \begin{equation}
\text{bootstrap-} ψ_k = ψ_k + \sqrt{\text{var}(ψ_k)} W^{-1}(z).
\end{equation}
\]


The approximate $100(1 - 2\gamma)\%$ confidence interval of $\hat{\psi}_k$ is given by

$$
\left(\hat{\psi}_k(\gamma), \hat{\psi}_k(1 - \gamma)\right).
$$

(21)

## 4 Bayes estimation of the model parameters

Consider that each of the parameters $a_1$, $\theta_1$, $a_2$, and $\theta_2$ are unknown, and have independent gamma priors with prior density as

$$
h_k(\psi_k) = \frac{b_k^{\alpha_k}}{\Gamma(\alpha_k)} \psi_k^{\alpha_k - 1} \exp(-b_k \psi_k), \quad \psi_k > 0
$$

, $(a_k, b_k > 0)$, $k = 1, 2, 3, 4,$

(22)

where $\psi = (a_1, \theta_1, a_2, \theta_2)$. Then the joint prior density of vector $\psi$, can be written as

$$
h(\psi) = \prod_{i=1}^{4} h_i(\psi_i).
$$

(23)

Using the joint prior density (24) and the likelihood function, the joint posterior density given the data $h^*(\psi|z)$, given as

$$
h^*(\psi|z) = \frac{L(\psi|z) \times h(\psi)}{\int_{\psi} L(\psi|z) \times h(\psi) d\psi}.
$$

(24)

Hence, the Bayes estimation for a given function of $\psi$ say $g(\psi)$, under squared error loss function (SEL) is

$$
\hat{g}_{\text{SE}}(\psi) = E_{\psi|z}(g(\psi)) = \int_{\psi} g(\psi) h^*(\psi|z) d\psi
$$

$$
= \frac{\int_{\psi} g(\psi) L(\psi|z) \times h(\psi) d\psi}{\int_{\psi} L(\psi|z) \times h(\psi) d\psi}.
$$

(25)

In several cases, the ratio of the two integrals (26) can not be obtained in a closed form. Different approximate methods can be used, the important one which used in this paper is the MCMC method. In this method, the parameters samples generated from posterior distributions are used to computing the Bayes estimate of any function $g(\psi)$ of parameters.

### MCMC Approach

Different classes of MCMC metod, an important one is Gibbs technique and another more general technique is Metropolis within-Gibbs. The empirical posterior distribution obtained from MCMC can be used to obtain different interval estimate of the parameters or which often do not exist in maximum likelihood technique. Also, the MCMC method can be used to obtain the empirical posterior of any function of the parameters (see Soliman et al. [26] and Abd-Elmougod et al [27]).

The joint posterior density function of the vector $\psi$ can be written as

$$
h^*(\psi|z) \propto a_1^{a_1+m-1} b_1^{a_1} a_2^{a_2+n-1} b_2^{a_2} \exp\{-b_1 a_1 - b_2 \theta_1 - b_3 a_2 - b_4 \theta_2 + (a_1 + 1) \sum_{i=1}^{r} \delta_i \log(\theta_1 + z_i) + (a_2 + m r) \log(\theta_2 + z_i) - a_1 (m - m r) \log(\theta_1 + z_i) - a_2 (n - n r) \log(\theta_2 + z_i)\}.
$$

(26)

Then the conditional posterior PDF’s of $a_1$, $\theta_1$, $a_2$, and $\theta_2$ are as follows

$$
a_1|\theta_1, a_2, \theta_2, z \sim \text{Gamma}(a_1 + m r, X_1),
$$

(27)

$$
\theta_1|a_1, a_2, \theta_2, z \sim \exp\{-b_2 \theta_1 - (a_1 + 1) \sum_{i=1}^{r} \delta_i \log(\theta_1 + z_i) + (a_2 + m a_1) \log(\theta_1) - a_1 (m - m r) \log(\theta_1 + z_i)\}
$$

(28)

$$
a_2|\theta_1, a_1, \theta_2, z \sim \text{Gamma}(a_2 + n r, X_2),
$$

(29)

and

$$
\theta_2|a_1, \theta_1, a_2, z \sim \exp\{-b_4 \theta_2 - (a_2 + 1) \sum_{i=1}^{r} (1 - \delta_i) \times \log(\theta_2 + z_i) + (a_4 + m a_2 - 1) \times \log(\theta_2) - a_2 (n - n r) \log(\theta_2 + z_i)\}
$$

(30)

where

$$
X_1 = b_1 - m \log \theta_1 + (m - m r) \log(\theta_1 + z_i),
$$

(31)

and

$$
X_2 = b_3 - n \log \theta_2 + (n - n r) \log(\theta_2 + z_i).
$$

(32)

The plots of (29) and (31) show that the generation from these distributions under similarity with the normal distribution, we use the MH method of Metropolis et al. [28] with normal proposal distribution as the following algorithm.
The algorithm of Metropolis–Hastings under Gibbs sampling:

1. Set I = 1 and start with initial values parameters vector
   \( \psi^{(0)} = (\hat{\theta}_1, \hat{\theta}_2) \).
2. Generate \( a_1^{(l)} \) from Gamma\((a_1 + m_r, X_1)\) and \( a_2^{(l)} \) from Gamma\((a_2 + n_r, X_2)\).
3. Generate \( \theta_1^{(l)} \) and \( \theta_2^{(l)} \) by using Metropolis-Hastings, with the \( N(\theta_k^{(l-1)}, \sigma_k) \) proposal distribution, \( k = 1, 2 \).
   Where \( \sigma_k \) is obtained from variances-covariances matrix.
4. The parameters vector \( \psi^{(l)} = (a_1^{(l)}, \theta_1^{(l)}, a_2^{(l)}, \theta_2^{(l)}) \) are obtained and set \( I = I + 1 \).
5. Repeat steps from 2 – 4, NMC times.
6. The Bayes estimate of \( \psi = (\theta_1, \theta_2) \), under the MCMC methods as
   \[
   E(\psi_k|z) = \frac{1}{NMC - MMC} \sum_{i=MMC+1}^{NMC} \psi_k^{(i)}, \quad k = 1, 2, 3, 4. \tag{33}
   \]
   where MMC is the number of iterations, we need to get to stationary distribution. The posterior variance of \( \psi_k \) given by
   \[
   V(\psi_k|z) = \frac{1}{NMC - MMC} \sum_{i=MMC+1}^{NMC} \left( \psi_k^{(i)} - E(\psi_k|z) \right)^2. \tag{34}
   \]
   The credible intervals of \( \psi_k \), after order \( \psi_k^{(MMC+1)}, \psi_k^{(MMC+2)}, \ldots, \psi_k^{(NMC)} \) as \( \psi_k^{(1)}, \psi_k^{(2)}, \ldots, \psi_k^{(NMC-MMCM)} \). Then the 100\((1 - 2\gamma)\)% symmetric credible interval is
   \[
   (\psi_k^{(\gamma)(NMC-MMCM)}), \psi_k^{(1-(1-\gamma)(NMC-MMCM))}). \tag{35}
   \]

5 Illustrative example

In this section, we adopted a simulated data set from the two Pareto distributions to illustrate the application of our proposed method, the joint type-II censoring data generated from two Pareto distributions with the parameters vectors \( \psi = (a_1, \theta_1, \theta_2, \beta_2) = (0.8, 2.0, 0.5, 1.5) \) and \( m = n = 20 \) and \( r = 30 \). The two data set \( T \) and \( Y \), the corresponding joint type-II censored data \( Z \) and the corresponding indicator \( g \) are presented in Table 1.

Based on the data presented in Table 1, point and 95% interval estimation of ML, bootstrap and Bayes are presented in Table 2 and 3. In Bayesian MCMC method, the informative prior with hyper parameters \( a_1 = 1, a_2 = 2, a_3 = 1, a_4 = 3, b_1 = 1, b_2 = 1, b_3 = 2, b_4 = 2 \) is used. Also, we run the chain for 11,000 times and cut the first 1000 values as NMC’burn-in‘. Fig. 1-8 show simulation number of parameters generated by MCMC method and the corresponding histogram.

6 Simulation studies

To assess the theoretical results obtained from estimation problem, we adopted simulation studies under different sample sizes for the two Pareto populations and different sample size \( r \). The performance of the point estimations measured in terms of their average (AVG) and mean square error (MSE), where

\[
\text{AVG}(\psi_k) = \frac{1}{SN} \sum_{i=1}^{SN} \hat{\psi}_k^{(i)} \quad \text{and} \quad \text{MSE}(\psi_k) = \frac{1}{SN} \sum_{i=1}^{SN} (\hat{\psi}_k^{(i)} - \psi_k)^2, \tag{36}
\]

where \( SN \) is the simulation number. Interval estimation, intervals obtained by using property distributions of the MLEs, the two different bootstrap confidence intervals or credibility intervals parented by MCMC method can be measured in average terms of interval widths (AW) and probability coverage (PC). We supposed values of the vectors parameters \( \psi = (a_1, \theta_1, \theta_2, \theta_3) = (1.0, 3, 1.5, 5) \). The non-informative priors (priors 0) for the parameters, which the joint posterior distribution of the parameters is proportional to the likelihood function and informative prior (prior 1: \( a_1 = 1.0, a_2 = 3.0, a_3 = 3.0, a_4 = 5.0, b_1 = 1.0, b_2 = 1.0, b_3 = 2.0, b_4 = 2.0 \)) are used. In all cases, we used the squared error loss function to compute the Bayes estimates. For these cases, we computed the MLEs and the 95% CIs for parameters and two bootstrap (BP and BT) with \( M = 500 \) also Bayes estimates with the help of MCMC method with NMC=1000 and MMC=1000. We repeated this process \( SN=1000 \) times and computed the AVG values of estimates and corresponding MSE which presented in Table 4, the coverage probabilities (CP) and the average widths (AW) of 95% CIs for all the methods presented in Table

7 Concluding remarks

The object of this study is to obtain the relative merits of two competing duration of different life products, so the comparative lifetime experiments are important. In this paper, we have discussed different estimation methods such as MLE, bootstrap and Bayesian estimation of
Table 1: Joint type-II censored sample from two Pareto distributions

<table>
<thead>
<tr>
<th>( T )</th>
<th>( Y )</th>
<th>( \mathcal{Z}_i )</th>
<th>( \delta_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.152</td>
<td>0.006</td>
<td>0.006</td>
<td>0</td>
</tr>
<tr>
<td>0.548</td>
<td>0.383</td>
<td>0.152</td>
<td>1</td>
</tr>
<tr>
<td>0.759</td>
<td>0.489</td>
<td>0.383</td>
<td>0</td>
</tr>
<tr>
<td>0.778</td>
<td>0.925</td>
<td>0.489</td>
<td>1</td>
</tr>
<tr>
<td>0.916</td>
<td>1.25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.976</td>
<td>1.337</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1.017</td>
<td>1.448</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1.558</td>
<td>1.822</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1.976</td>
<td>2.395</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2.426</td>
<td>4.611</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: The MLEs, Bootstrap and Bayes MCMC estimates of parameters

<table>
<thead>
<tr>
<th>Ex. Pa.</th>
<th>ML</th>
<th>Boot</th>
<th>MCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_1 = 0.8 )</td>
<td>0.9162</td>
<td>1.0161</td>
<td>0.9351</td>
</tr>
<tr>
<td>( \theta_1 = 2.0 )</td>
<td>2.1379</td>
<td>2.7450</td>
<td>2.2895</td>
</tr>
<tr>
<td>( \alpha_1 = 0.5 )</td>
<td>0.3537</td>
<td>0.4019</td>
<td>0.4120</td>
</tr>
<tr>
<td>( \theta_1 = 1.5 )</td>
<td>0.9591</td>
<td>1.2014</td>
<td>1.3978</td>
</tr>
</tbody>
</table>

Table 3: 95% asymptotic, Bootstrap-p, Bootstrap-t and credible intervals

<table>
<thead>
<tr>
<th>Pa.s</th>
<th>ML</th>
<th>Bootstrap-p</th>
<th>Bootstrap-t</th>
<th>Bayes MCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_1 = 0.8 )</td>
<td>(0.0326, 1.7998)</td>
<td>(0.1245, 2.1564)</td>
<td>(0.1356, 2.0001)</td>
<td>(0.4416, 1.7257)</td>
</tr>
<tr>
<td>( \theta_1 = 2.0 )</td>
<td>(-1.1022, 5.3779)</td>
<td>(0.2354, 5.5471)</td>
<td>(0.2541, 5.009)</td>
<td>(0.7202, 5.0201)</td>
</tr>
<tr>
<td>( \alpha_1 = 0.5 )</td>
<td>(0.0249, 0.6826)</td>
<td>(0.0986, 1.1542)</td>
<td>(0.1852, 1.1118)</td>
<td>(0.1957, 0.7362)</td>
</tr>
<tr>
<td>( \theta_1 = 1.5 )</td>
<td>(-0.8732, 2.7915)</td>
<td>(0.7145, 3.0254)</td>
<td>(0.7724, 3.1005)</td>
<td>(0.4100, 2.9863)</td>
</tr>
</tbody>
</table>

Figure 1: Simulation number of \( \alpha_1 \) obtained by MCMC method

Figure 2: Histogram of \( \alpha_1 \) obtained by MCMC method

unknown parameters of two Pareto distributions with the help of the MCMC method based on a jointly type-II censoring samples. A numerical example and simulation study are presented to stand on and compare the performance of the suggested methods developed in this paper. From the results, we observe the following.

1. Numerical example and results in Tables 4 and 5 show that results of estimations problem of two Pareto distributions under jointly type-II censored scheme are acceptable.
2. The Bayes estimation performs better than the MLEs and bootstrap.
3. The results of MLE are close to one Bayes estimation under non-informative prior.
4. When the effective sample size \( r \) increases, the MSEs of the estimators, reduces significantly for a fixed \( n_1 \), \( n_2 \).
Table 4: The CPs and the AWs for the confidence interval of parameters

<table>
<thead>
<tr>
<th>(n, m)</th>
<th>r</th>
<th>Pa.</th>
<th>ML</th>
<th>Bootstrap-p</th>
<th>Bootstrap-t</th>
<th>MCMC prior 0</th>
<th>MCMC prior 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>CP</td>
<td>AW</td>
<td>CP</td>
<td>AW</td>
<td>CP</td>
</tr>
<tr>
<td>(20,20)</td>
<td>20</td>
<td>α₁</td>
<td>0.88</td>
<td>2.2012</td>
<td>0.89</td>
<td>2.3319</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₁</td>
<td>0.89</td>
<td>5.4522</td>
<td>0.86</td>
<td>5.7599</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>α₂</td>
<td>0.89</td>
<td>2.5140</td>
<td>0.89</td>
<td>2.7851</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₂</td>
<td>0.87</td>
<td>8.0992</td>
<td>0.88</td>
<td>8.3265</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>α₁</td>
<td>0.90</td>
<td>2.1452</td>
<td>0.89</td>
<td>2.2240</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₁</td>
<td>0.91</td>
<td>5.3325</td>
<td>0.90</td>
<td>5.5214</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>α₂</td>
<td>0.91</td>
<td>2.4721</td>
<td>0.89</td>
<td>2.5326</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₂</td>
<td>0.90</td>
<td>7.0995</td>
<td>0.91</td>
<td>8.1101</td>
<td>0.90</td>
</tr>
<tr>
<td>(30,30)</td>
<td>30</td>
<td>α₁</td>
<td>0.91</td>
<td>2.1219</td>
<td>0.90</td>
<td>2.2114</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₁</td>
<td>0.90</td>
<td>5.3289</td>
<td>0.91</td>
<td>5.4552</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>α₂</td>
<td>0.89</td>
<td>2.3990</td>
<td>0.92</td>
<td>2.4992</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₂</td>
<td>0.91</td>
<td>7.1002</td>
<td>0.91</td>
<td>7.9928</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>α₁</td>
<td>0.92</td>
<td>2.0854</td>
<td>0.93</td>
<td>2.1854</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₁</td>
<td>0.91</td>
<td>5.1426</td>
<td>0.95</td>
<td>5.2452</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>α₂</td>
<td>0.90</td>
<td>2.3014</td>
<td>0.92</td>
<td>2.4312</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₂</td>
<td>0.96</td>
<td>6.6325</td>
<td>0.93</td>
<td>7.4852</td>
<td>0.92</td>
</tr>
<tr>
<td>(40,40)</td>
<td>50</td>
<td>α₁</td>
<td>0.90</td>
<td>2.0625</td>
<td>0.91</td>
<td>2.1854</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₁</td>
<td>0.93</td>
<td>5.1229</td>
<td>0.95</td>
<td>5.2119</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>α₂</td>
<td>0.92</td>
<td>2.2154</td>
<td>0.93</td>
<td>2.4187</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₂</td>
<td>0.89</td>
<td>6.4251</td>
<td>0.94</td>
<td>7.4624</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>α₁</td>
<td>0.93</td>
<td>1.8520</td>
<td>0.93</td>
<td>2.1004</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₁</td>
<td>0.92</td>
<td>5.0082</td>
<td>0.92</td>
<td>5.1189</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>α₂</td>
<td>0.92</td>
<td>2.1475</td>
<td>0.97</td>
<td>2.2181</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>θ₂</td>
<td>0.91</td>
<td>6.0852</td>
<td>0.91</td>
<td>7.3321</td>
<td>0.92</td>
</tr>
</tbody>
</table>
**Figure 3:** Simulation number of $\beta_1$ obtained by MCMC method

**Figure 4:** Histogram of $\beta_1$ obtained by MCMC method

**Figure 5:** Simulation number of $\alpha_2$ obtained by MCMC method

**Figure 6:** Histogram of $\alpha_2$ obtained by MCMC method

**Figure 7:** Simulation number of $\beta_2$ obtained by MCMC method

**Figure 8:** Histogram of $\beta_2$ obtained by MCMC method
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