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Abstract: Terahertz (THz) pulse imaging exhibits a potential application in biomedicine, nondestructive detection and safety inspection. However, the THz time-domain spectroscopy system will affect the THz image quality. To improve the THz image quality, in this article we proposed a novel method by combining the ant colony algorithm with the compressive sensing method. First, the image edge is detected by using the ant colony algorithm. Subsequently, the compressive sensing method based on signal sparse representation and the reconstruction algorithm from partial Fourier is applied on the non-edge image for noise reduction. Finally, the reconstruction result is obtained by combining the noise reduced non-edge image with the edge image. The experimental results on three kinds of images prove that the proposed method can preserve the edge information during noise reduction.
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1 Introduction

Terahertz is an electromagnetic wave with the frequency ranging from 0.1 to 10 THz, corresponding to a wavelength range of 30 μm to 3 mm. Terahertz pulse imaging (TPI), which is based on the electromagnetic radiation of THz wave, has appeared in the past decade [1]. TPI is a non-invasive coherent optical image modality, and has aroused widespread concerns owing to its potential applications in biomedical, trace gas analysis, nondestructive imaging of packages, inspection of artworks, counterfeit note, and semiconductor device diagnostics [2–5]. Generally, THz imaging technology includes coherent imaging and non-coherent imaging. The former typically contains time-domain spectroscopy imaging, electro optics imaging and chromatography imaging, yet continuous wave imaging usually belongs to the latter [6, 7]. To date, TPI investigation mainly involves two aspects. On one hand, a majority of researchers focuses on how to overcome the obstacles in hardware, that is, how to improve the resolution, accuracy and speed in TPI system [8–10]. On the other hand, few digital image processing methods have been introduced into further improvement of the quality of images obtained from the THz system [1, 11, 12].

Sometimes, the images obtained by the THz technique are not clear enough to distinguish their profile from the edge. Meanwhile, the THz images are usually affected by speckle noises, which will lower the target recognition accuracy. Therefore, the denoising becomes a key during THz image processing. However, the classical digital image denoising methods such as mean filter, median filter and non-local means (NLM) [13], will blur the image edge when reducing the noises. Therefore, to develop an effective denoising method is significant for the theoretical study of THz images.

Recently, the fourth-order partial differential equation (PDE) method has been introduced into image denoising study [14], displaying a good trade-off between noise removal and edge preservation. Furthermore, the ant colony algorithm (ACA) outperforms some traditional edge detection operators in image edge detection [15, 16]. The ACA is a swarm-based meta-heuristic method by simulating the natural foraging behavior of ant colonies. During image edge detection, a great quantity of ants is drove by the local intensity deviation to move on images, so as to establish a
pheromone matrix of edge information per pixel [17]. We also proposed a denoising method for THz images by combining the ACA and the adaptive threshold [1]. In addition, the compressive sensing (CS) theory has also attracted increasing attention in image denoising [18, 19].

Based on the pioneering studies mentioned above, to maintain the edge information during noise removal, here we propose a new method by combining the ACA and the CS method. First, the ACA is used to detect the image edge. Secondly, a pheromone matrix is constructed by numerous ants moving on a 2-D image. Thirdly, the CS method is applied to reduce the noises on non-edge image. Meanwhile, the reconstruction algorithm based on partial Fourier transform (RecPF) [18] is used for image reconstruction in the CS method. Finally, the denoising non-edge image and the edge image are combined to reconstruct the final result. This article is organized as follows. Section 2 describes how to obtain the THz images through experimental apparatus. The ACA for edge detection and the CS denoising approach are presented in Section 3. The calculated results and the related discussion are presented in Section 4. The main conclusions are summarized in Section 5.

2 Experimental apparatus

In this article, a transmission time-domain spectroscopy detection system is used and the API T-Ray 5000 developed by Advanced Photonix Inc. is adopted for generating the THz image, as shown in Figure 1. Meanwhile, the femtosecond pulse laser is generated by a Titanium saps-
accuracy of 1 THzimage processing. To ensure the quality of THz imaging in different fields.

3.1 Edge detection with ACA

Supposing a THz image $I$ of size $H \times W$, and $I_{i,j}$ denotes the intensity value of the pixel at position $(i, j)$. Let each pixel as a node, the edge detection with the ACA can be executed according to the following four steps: 1) initialization, 2) construction, 3) update, and 4) decision.

The details of the pseudo code are shown in Algorithm 1, as shown in Figure 3.

**Step 1:** At first, set each element of the pheromone matrix $\tau^{(0)}$ to constant $\tau_{init}$.

**Step 2:** Secondly, choose one ant at random among the total $S$ ants during the n-th construction step, and let it continuously move $L$ movement-steps on the image according to an eight-connected neighborhood. For moving from node $(l, m)$ to its neighbor node $(i, j)$, a transition probability is defined by the following formula

$$p_{(l,m)(i,j)}^{(n)} = \frac{(\tau_{i,j}^{(n-1)})^a (\eta_{i,j})^\theta}{\sum_{(l,m)\in \Omega(l,m)} ((\tau_{l,m}^{(n-1)})^a (\eta_{l,m})^\theta)}$$

(1)

where $\tau_{i,j}^{(n-1)}$ is the pheromone value of the node $(i, j)$, and $\Omega(l,m)$ represents the neighbor node set of the node $(l, m)$. The impact of pheromone matrix and heuristic matrix are described by constants $a$ and $\theta$, respectively. The heuristic information of node $(i, j)$ is denoted by $\eta_{i,j}$ and expressed as

$$\eta_{i,j} = \frac{1}{Z} V_c(I_{i,j})$$

(2)

in which, $Z = \sum_{i=1:M_1} \sum_{j=1:M_2} V_c(I_{i,j})$ is a normalization factor. The relationship of pixels $c$ in local region (called the clique) can be described by a function $V_c(I_{i,j})$ and its value is decided by the intensity deviations of $c$. For example, it can be defined as

$$V_c(I_{i,j}) = f(|I_{i-2,j-1} - I_{i+2,j+1}| + |I_{i-2,j+1} - I_{i+2,j-1}| + |I_{i+1,j-2} - I_{i+1,j+2}| + |I_{i-1,j-1} - I_{i+1,j+1}| + |I_{i-1,j+1} - I_{i+1,j-1}| + |I_{i-1,j+2} - I_{i+1,j-2}| + |I_{i,j-1} - I_{i,j+1}|)$$

(3)

$3$ Methodology

The edge information is vital for THz image processing. To preserve the edge information during denoising process, we proposed to combine the ACA and the CS. The edge detection is first conducted in THz image to obtain the edge image and non-edge image by using the ACA. Note that the ACA is referred to our previous work [1]. Furthermore, the CS method is applied in the non-edge image for noise removing. Finally, the noise removal image on non-edge is combined with the edge image to reconstruct the final denoising image, as shown in Figure 2.
Here we adopt a parameter $\sigma$ to adjust the functions’ respective shapes and the function $f(\cdot)$ in Eq. (3) can be determined as

$$f(x) = \begin{cases} \frac{nx\sin(\frac{x}{\sigma})}{\sigma} & 0 \leq x \leq \sigma; \\ 0 & \text{else} \end{cases}.$$  \hspace{1cm} (4)

**Step 3:** Thirdly, two update operations are performed for the pheromone matrix. The first one is conducted when every ant finishes its movement during each construction step and given as

$$\tau^{(n-1)}_{i,j} = \begin{cases} (1 - \rho)\tau^{(n-1)}_{i,j} + \rho\Delta^{(k)}_{i,j}, & \text{otherwise.} \\ \tau^{(n-1)}_{i,j}, & (i,j) \text{ is not visit by } k^{th} \text{ ant} \end{cases}$$  \hspace{1cm} (5)

where $\rho$ represents the evaporative rate, and $\Delta^{(k)}_{i,j}$ is decided by the heuristic matrix $\Delta^{(k)}_{i,j} = \eta_{i,j}$.

The other is performed while all ants complete their movements among every construction step and is defined as

$$\tau^{(n)} = (1 - \psi) \cdot \tau^{(n-1)} + \psi \cdot \tau^{(0)}$$  \hspace{1cm} (6)

in which, $\psi$ denotes the pheromone decay coefficient.

**Step 4:** Then the ant movement operation has been run for $S$ iterations in order to build the ultimate pheromone matrix $\tau^{(*)}$ by iteratively executing step 2 and step 3.

**Step 5:** Finally, to obtain the edge, a decision-making process based on threshold $T$ is carried out according to the

---

**Figure 2**: The diagram of the proposed method


Algorithm 1

The pseudo code of the ant colony algorithm

Input: \( M \) the total number of ants, \( s \) the total number of construction-steps, \( \alpha \) the weighting factor of the pheromone information, \( \theta \) the weighting factor of the heuristic information, \( \Omega \) the connectivity neighborhood, \( \sigma \) the adjusting factor, \( T_{init} \) the initial value of each component of the pheromone matrix, \( \mu \) the evaporation rate, \( \varphi \) the pheromone decay coefficient, \( \ell \) total number of ant’s movement-steps within each construction-step.

Output: Detect the image edge.

Initialize the pheromone matrix \( T^{(0)} = T_{init} \):

for \( n = 1 \) to \( S \) do

for \( k = 1 \) to \( M \) do

Randomly select one ant \( (i) \):

if position \((i, j)\) is visited by ant\((k)\) for \( l \) steps according to Eq.(4): increase the pheromone matrix \( T^{(l)} \) based on Eq.(5);

update the pheromone matrix \( T^{(l)} \) based on Eq.(5);

if all the ants have visited position \((i, j)\):

update the pheromone matrix \( T^{(l)} \) based on Eq.(6);

Adaptively compute the threshold \( T \) according to Eq.(7)

Make the solution decision with threshold \( T \) on the final pheromone matrix \( T^{(s)} \);

end

end

return:

Figure 3: The pseudo code of the ACA

The following equation

\[
T^{(l)} = \frac{m^{(l)} + m^{(l)}_{\mu}}{2}
\]

The threshold \( T \) can be gained by the following operations: Let the mean of \( T^{(5)} \) as the initial threshold \( T^{(0)} \) and divide \( T^{(0)} \) into two classes by the criterion of lower or upper than \( T^{(0)} \), then compute the new threshold based on Eq. (7) until its value maintains unchanged.

3.2 Denoising based on the CS algorithms

Recently, the CS algorithms are widely used in image denoising. In particular, the CS reconstruction algorithm based on the total variation regularization has attracted extensive interest due to the fact that it can preserve the essential characteristic information of image such as edge and texture. For example, Yang et al. proposed a novel image reconstruction algorithm, RecPF, based on local Fourier transform [18]. This algorithm can quickly resolve the image reconstruction problem by solving the minimized total variation method. In this paper, the aforementioned CS method is introduced to reduce the noise. Constructing a CS denoising model involves three steps: 1) the sparse representation of image signal, 2) the sensing measurement of signal, and 3) the RecPF based reconstruction algorithm for image restoration.

Step 1: The sparse representation of signal.

Supposing that image \( I \) with \( N = H \times W \) pixels, the signal sparse representation is defined as follows:

\[
I = \sum_{i=1}^{N} \psi_i x_i = \Psi X
\]  

where \( \Psi = [\psi_1, \psi_2, \ldots, \psi_N] \) \( \in \mathbb{R}^{N \times N} \) represents the standard orthogonal basis of \( \mathbb{R}^N \) and the \( \Psi \) is chose as wavelet orthogonal basis. \( x \in \mathbb{R}^N \) denotes the vector of inner product \( x_i = (I, \psi_i) \). \( ||x||_0 = K \) is the nonzero numbers in vector \( x \) and \( K \ll N \), then we can name \( I \) as the \( K \) sparse in \( \Psi \) domain.

Step 2: The sensing measurement of signal.

The essential part of the CS method is the linear measurement. The original image signal \( I \) can be measured by sampling it according to a linear measurement matrix \( \Phi \) in size of \( M \times N \), and \( K \ll M \ll N \). The measurement vector \( b \in \mathbb{R}^M \), as \( M \) linear measurements of \( I \), is given as follows

\[
b = \Phi I
\]

Substitute Eq. (8) into Eq. (9), we can obtain

\[
b = \Phi I = \Phi \Psi x \quad A = \Phi \Psi \in \mathbb{R}^{M \times N}
\]

Here, \( A \) is called as the sensing measurement matrix and the measurement matrix \( \Phi \) is defined by a local Fourier matrix, which satisfies the restricted isometry property. On the basis of the CS theory, the signal \( I \) can be reconstructed by the measurement vector \( b = Ax \).

Step 3: The signal reconstruction algorithm based on RecPF.

First of all, the partial frequency observation \( f_p \) for image \( I \) is given by

\[
f_p = F_p I + \omega
\]

in which, \( F_p \in \mathbb{C}^{p \times N} \) represents a partial discrete Fourier transform and serves as a measurement matrix in the CS method. \( p \) is the row number of \( F_p \) and \( \omega \in \mathbb{C}^p \) denotes the random noises.

The RecPF algorithm reconstructs the image \( \tilde{I} \) from \( f_p \) and realizes it by solving the following TVL1-L2 model

\[
\min_{\tilde{I}} \sum_{i} ||\tilde{D}_i \tilde{I}||_2 + \tau ||\Psi^T \tilde{I}||_1 + \mu (1/2) ||F_p \tilde{I} - f_p||_2^2
\]

where \( D_i \) is a \( 2^i \times N \) matrix, \( D_i \tilde{I} \) denotes the horizontal and vertical partial total variances of \( \tilde{I} \) under pixel \( i \). \( \sum_{i} ||\tilde{D}_i \tilde{I}||_2 \) represents the discretization of the total variance of \( \tilde{I} \). \( ||\Psi^T \tilde{I}||_1 \) defines the \( l_1 \) norm of \( \tilde{I} \) under wavelet basis \( \Psi \). \( \tau, \mu > 0 \) are the balance regulation parameters.
Table 1: Parameter setting for edge detection method with the ACA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>1</td>
</tr>
<tr>
<td>σ</td>
<td>1</td>
</tr>
<tr>
<td>ψ</td>
<td>0.05</td>
</tr>
<tr>
<td>Ω</td>
<td>8</td>
</tr>
<tr>
<td>τ_{init}</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 2: Parameter setting for the CS method

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ</td>
<td>1.618</td>
</tr>
<tr>
<td>μ</td>
<td>10^{-6}</td>
</tr>
<tr>
<td>β</td>
<td>2^5</td>
</tr>
<tr>
<td>δ</td>
<td>5</td>
</tr>
<tr>
<td>RLs</td>
<td>22</td>
</tr>
</tbody>
</table>

Figure 4: Denoising results of Al₂O₃ ceramic: (a) optical image; (b) THz image; (c) Noised THz image; (d) edge image; (e) non-edge image; (f) denoised images by Donoho threshold; (g) Generalized wavelet threshold; (h) fourth-order partial differential; (i) adaptive thresholding; (j) Bayes thresholding; (k) BM3D; (l) our proposed approach

The vital contribution of the RecPF algorithm is reformulated Eq. (12) into the following form

\[
\min_{w,z,u} \sum_i ||w_i||_2 + \tau||z||_1 + \mu \theta(T, f_p) \\
\text{s.t.} w_i = D_i T, \forall i; z = \Psi^T \tilde{T}.
\]

in which, \( z \in \mathbb{R}^N \) and \( \theta(T, f_p) = (1/2) \cdot ||F_p T - f_p||_2^2 \).

4 Experiments

To conduct the experiments, the used THz images were obtained from the system introduced in Section 2. Three kinds of THz images, Al₂O₃ ceramic 128×128, plastic encapsulated IC chip 128×128, and solar panel 128×128, were adopted for comparison. At the same time, five differ-
ent methods, that is, Donoho Threshold [20], Generalized Wavelet Threshold [21], Adaptive thresholding [1], Four-order partial differential equations [14] and Bayes threshold [22], were selected for comparison. Furthermore, the block-matching and 3D filtering (BM3D) method [23] (www.cs.tut.fi/~foi/GCF-BM3D/) was applied for the original THz image denoising. These denoising methods were executed with the programming language of Matlab in version 2014a and run on the PC owning an i5-2400 processor with 3.1 GHz CPU and a 4096 MB RAM. One hundred experiments were conducted for each of the aforementioned approaches. In addition, the parameters involved in the proposed methods are given in Tables 1 and 2.

According to the number of central radiation lines in Fourier domain [18], the local fast Fourier transform sampling for image signal can be carried out. The number of radial lines $RLs$ is proportional to the quantity of measurement vector. Therefore, we can define the sampling rate as $r = M/N$.

## 5 Results and discussion

First, the proposed method is compared with the other six approaches mentioned above on three different THz images. Figures 4-6 show the experimental results. It can be concluded that the Donoho threshold, the generalized wavelet threshold and the four-order partial differential method become worse, because they will lose some useful information. Specifically, the Donoho threshold and the generalized wavelet threshold will blur the image edge. In addition, the adaptive thresholding, the Bayes thresholding and the BM3D algorithms possess better denoising effects than the former three ones. Finally, our proposed ap-
Figure 6: Various results of solar panel: (a) optical image; (b) THz image; (c) Noised THz image; (d) edge image; (e) non-edge image; denoised images by (f) Donoho threshold; (g) Generalized wavelet threshold; (h) fourth-order partial differential; (i) adaptive thresholding; (j) Bayes thresholding; (k) BM3D; (l) our proposed approach

Our proposed approach exhibits better denoising results than all the other methods, as indicated in Figures 4-6.

Furthermore, the mean squared error (MSE), the signal-to-noise ratio (PSNR), the root mean square (RMS) and the normalized mean square error (NMSE) are explored on the denoising results by using these methods. Their definitions have been expressed as follows:

\[
MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} ||I_{ij} - I_{ij}||^2
\]

\[
PSNR = 10 \cdot \log_{10} \left( \frac{MAX^2}{MSE} \right)
\]

\[
RMS = \sqrt{\frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} ||I_{ij} - I_{ij}||^2}
\]

\[
NMSE = \frac{1}{sumx} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} ||I_{ij} - I_{ij}||^2
\]

in which MAX is the largest value of image point, \(sumx = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} I_{ij}^2\), and the unit of PSNR is dB. Their results have been summarized in Table 3. In addition, the computational complexity (run time) of the proposed approach compared with other six methods is also conducted, as shown in Table 3.

It can be seen from Table 3 that the MSE, the NMSE, and the RMS of our proposed approach are the smallest among all the methods, meaning that the denoised image has a little difference from the original image. More importantly, the PSNR of our proposed approach is the largest one among these seven models, indicating that our proposed method can preserve the edge information to a large extent during removing the noises. Furthermore, the processing time of our method is only a little larger than those of the other algorithms. Therefore, these experimental results reveal that our purposed method displays better per-
Table 3: The PSNR, MSE, NMSE, RMS and Run time performance comparison

<table>
<thead>
<tr>
<th>Test image Al$_2$O$_3$ ceramic</th>
<th>PSNR(dB)</th>
<th>MSE</th>
<th>NMSE</th>
<th>RMS</th>
<th>Run time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donoho</td>
<td>50.4104</td>
<td>7.9802e-06</td>
<td>1.7273e-05</td>
<td>2.8249e-03</td>
<td>0.087198</td>
</tr>
<tr>
<td>Generalized wavelet</td>
<td>48.7003</td>
<td>1.1945e-05</td>
<td>2.5856e-05</td>
<td>3.4562e-03</td>
<td>0.105893</td>
</tr>
<tr>
<td>Fourth-order partial differential</td>
<td>33.4624</td>
<td>3.9250e-04</td>
<td>8.4982e-04</td>
<td>1.9812e-02</td>
<td>0.356642</td>
</tr>
<tr>
<td>Adaptive thresholding</td>
<td>65.1793</td>
<td>2.6431e-07</td>
<td>5.7211e-07</td>
<td>5.1411e-04</td>
<td>0.334712</td>
</tr>
<tr>
<td>Bayes</td>
<td>59.2316</td>
<td>1.0392e-06</td>
<td>2.2493e-06</td>
<td>1.0194e-03</td>
<td>0.045632</td>
</tr>
<tr>
<td>BM3D</td>
<td>35.3052</td>
<td>4.2424e-05</td>
<td>9.1828e-05</td>
<td>6.5134e-03</td>
<td>0.193258</td>
</tr>
<tr>
<td>Our proposed approach</td>
<td>121.8691</td>
<td>5.6646e-13</td>
<td>1.2261e-12</td>
<td>7.5263e-07</td>
<td>1.708356</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test image plastic encapsulated IC chip</th>
<th>PSNR(dB)</th>
<th>MSE</th>
<th>NMSE</th>
<th>RMS</th>
<th>Run time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donoho</td>
<td>31.8385</td>
<td>6.5570e-04</td>
<td>1.1370e-03</td>
<td>2.5607e-02</td>
<td>0.317337</td>
</tr>
<tr>
<td>Generalized wavelet</td>
<td>30.2222</td>
<td>1.0881e-03</td>
<td>1.8868e-03</td>
<td>3.2987e-02</td>
<td>0.139210</td>
</tr>
<tr>
<td>Fourth-order partial differential</td>
<td>17.8287</td>
<td>1.6487e-02</td>
<td>2.8588e-02</td>
<td>1.2840e-01</td>
<td>0.349308</td>
</tr>
<tr>
<td>Adaptive thresholding</td>
<td>37.5001</td>
<td>1.7774e-04</td>
<td>3.0820e-04</td>
<td>1.3332e-02</td>
<td>0.348671</td>
</tr>
<tr>
<td>Bayes</td>
<td>43.8690</td>
<td>4.0805e-05</td>
<td>7.0757e-05</td>
<td>6.3878e-03</td>
<td>0.055943</td>
</tr>
<tr>
<td>BM3D</td>
<td>37.3998</td>
<td>3.0048e-04</td>
<td>5.2105e-04</td>
<td>1.7334e-02</td>
<td>0.349877</td>
</tr>
<tr>
<td>Our proposed approach</td>
<td>115.1775</td>
<td>3.0356e-12</td>
<td>5.2639e-12</td>
<td>1.7423e-06</td>
<td>0.928969</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test image solar panel</th>
<th>PSNR(dB)</th>
<th>MSE</th>
<th>NMSE</th>
<th>RMS</th>
<th>Run time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donoho</td>
<td>32.0230</td>
<td>6.8164e-04</td>
<td>1.1914e-03</td>
<td>2.6108e-02</td>
<td>0.332466</td>
</tr>
<tr>
<td>Generalized wavelet</td>
<td>29.2622</td>
<td>1.3800e-03</td>
<td>2.4121e-03</td>
<td>3.7149e-02</td>
<td>0.136761</td>
</tr>
<tr>
<td>Fourth-order partial differential</td>
<td>18.0187</td>
<td>1.5781e-02</td>
<td>2.7582e-02</td>
<td>1.2562e-01</td>
<td>0.345670</td>
</tr>
<tr>
<td>Adaptive thresholding</td>
<td>44.2010</td>
<td>3.8474e-05</td>
<td>6.7247e-05</td>
<td>6.2028e-03</td>
<td>0.335675</td>
</tr>
<tr>
<td>Bayes</td>
<td>41.1995</td>
<td>7.8005e-05</td>
<td>1.3634e-04</td>
<td>8.8320e-03</td>
<td>0.053507</td>
</tr>
<tr>
<td>BM3D</td>
<td>38.1335</td>
<td>2.7892e-04</td>
<td>4.8746e-04</td>
<td>1.6701e-02</td>
<td>0.302251</td>
</tr>
<tr>
<td>Our proposed approach</td>
<td>115.9573</td>
<td>2.5367e-12</td>
<td>4.4337e-12</td>
<td>1.5927e-06</td>
<td>0.919647</td>
</tr>
</tbody>
</table>

6 Conclusions

The THz pulse imaging has attracted great interest in biomedicine, measurement and detection. However, background noises may sometimes exist in THz images due to the influence of THz pulse coherent superposition in detector. In this paper, we propose a novel method by combining the ant colony algorithm (ACA) and the compressive sensing (CS) method to enhance the image quality. The experiments on three different THz images reveal that our proposed method can largely reduce noises and preserve the edge information compared with six methods available. Furthermore, the PSNR of our proposed method on three different THz images are nearly 3 to 5 times that of the six algorithms. In addition, the processing time of the proposed method is a little longer than the other approaches due to its complexity.
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