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Abstract: Along this paper, we shall update the state-of-the-art concerning the application of fractal-based techniques to test for fractal patterns in physiological time series. As such, the first half of the present work deals with some selected approaches to deal with the calculation of the self-similarity exponent of time series. They include broadly-used procedures as well as recent advances improving their accuracy and performance for a wide range of self-similar processes. The second part of this paper consists of a detailed review of high-quality studies carried out in the context of electroencephalogram signals. Both medical and non-medical applications have been deeply reviewed. This work is especially recommended to all those researchers especially interested in fractal pattern recognition for physiological time series.
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1 Introduction

The word fractal derives from the Latin term “frangere”, that means “to break”. These mathematical objects are usually characterized by means of some key features we enumerate next:

(i) Self-similarity. The subsets of a fractal set are exactly (approximate or statistically) equal to the whole set.

(ii) Iterative nature. Indeed, fractal patterns may be artificially generated via algorithms. Also, a wide range of fractals can be endowed with a fractal structure naturally.

(iii) Level of irregularity. The roughness that such objects show can be identified at a whole range of scales.

(iv) Fractal dimension. The topological dimension of an object considered to exhibit fractal patterns is strictly lower than its Hausdorff dimension.

From the properties above, it holds that the fractal dimension is a single value containing useful information regarding fractal patterns on sets or processes. In fact, the study based on the calculation of the fractal dimension of a set becomes crucial nowadays to detect self-similar structures and patterns for a wide range of contexts and situations including health sciences, economy, and mathematical modelling. Another indicator of fractality, especially useful to be calculated or estimated in empirical applications involving time series, is the so-called Hurst exponent. It is worth pointing out that both quantities are theoretically connected throughout some formulae. For instance, \( H = 1 + d - \dim_B \), where \( d \) is the Euclidean (embedding) dimension of the space and \( \dim_B \) denotes the standard box dimension. However, if we change the dimension function, then strong connections between such quantities still hold. For instance, it holds that \( \dim(\alpha) = \frac{1}{H} \), where \( \dim(\alpha) \) denotes a fractal dimension for curves (not necessarily continuous) with respect to an induced fractal structure (c.f. [1, Theorem 1]). So both the fractal dimension and the self-similarity index are somehow equivalent to study fractal patterns in random processes. We would like also to highlight the usefulness of such fractal-based techniques to explore for fractal patterns on electroencephalogram (EEG) signals. Interestingly, the information that such indicators may provide to researchers can be combined with Machine Learning tools. The first part of this paper contains a rigorous description regarding some of the most useful techniques to calculate the (unifractal) self-similarity exponent of time series. Our aim here is to highlight some selected algorithms to deal with fractal pattern recognition for those researchers interested in applying such techniques in the context of physiological
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time series. For a description of fractal dimension based approaches, we refer the reader to [2], where other indicators for fractality including the correlation dimension as well as the Higuchi’s and Katz’s dimensions (to quote some of them) are described in detail.

Today, biosignals such as electrocardiogram, electromyogram, or EEG are acquired by many devices in real time [3]. That information can be analyzed throughout many techniques (both linear and nonlinear) that properly show the current state of the subject and even her/his evolution. This work is focused on EEG, which provides a representation of the electrical activity of the brain along the time [4]. Usually, that activity is collected using electrodes at several locations on the scalp via one electrode as a reference (placed in a different part) to measure the potential. The term channel is used to defined the specific location of each electrode and the number of channels used changes depending on the pursued objective, being 2 to 128 the most usual numbers. The signal is sampled with frequencies ranging from 250 to 500 Hz and the amplitude usually varies about ±100 uV so it needs to be amplified. In general, researchers divide the EEG in different bands called delta (0.5 – 3 Hz), theta (4 – 7 Hz), alpha (8 – 13 Hz), beta (13 – 30 Hz), and gamma (> 30 Hz) [4]. Figure 1 depicts a 5–second EEG signal from a healthy subject, sampled at 250 Hz by 19 channels labeled according to the international 10/20 system.

Although the first motivation to acquire and study biosignals was mainly medical, the EEG signal analysis has increased widely along the last years due to the addition of non-medical and new applications including emotion recognition, neuromarketing, gaming, or Brain-Computer Interfaces. It is worth mentioning that the present work is focused on fractal analysis as a way to study the brain dynamics.

The structure of this paper is as follows. In Section 2, we provide a rigorous description regarding some of the most representative fractal-based techniques to deal with the calculation of the self-similarity exponent of time series. In Section 3, some selected applications of this kind of approaches for EEG signal processing are collected. We would like to point out that top-quality contributions already published in JCR journals from year 2010 have been considered along this work. Thus, the main goal of the present work is to provide the reader and updated guide concerning the current state of applications of fractal-based techniques to such research fields.

2 Calculating the self-similarity exponent of random processes

In this section, we collect some selected procedures to appropriately calculate the self-similarity exponent of random processes. It is well-known that the Hurst exponent (more precisely, the self-similarity index or exponent) of a random process throws valuable information regarding trends and fractal patterns on data sets (in particular, time series). In other words, a great value of the self-similarity index indicator (i.e., close to 1) means that some evidence regarding long-range dependence in the process under study may follow.

Some algorithms have been classically applied to estimate the self-similarity exponent of random processes. They include the classical R/S analysis and Detrended Fluctuation Analysis. However, other approaches appeared afterwards have been proved to be more versatile and accurate. Thus, Geometric method-based procedures and Fractal dimension algorithms constitute novel and ac-

Figure 1: The picture above displays a 5 second EEG signal from a healthy subject sampled at 250 Hz by 19 channels.
accurate alternatives especially useful to explore fractal patterns for short length series.

Anyway, the approaches described in the following subsections constitute a valuable selection to test for fractal patterns in physiological time series.

2.1 Mandelbrot’s R/S analysis

The so-called R/S analysis is one of the most applied procedures to tackle with the estimation of the self-similarity exponent. It was first contributed by Mandelbrot and Wallis in [5] based on previous ideas due to English hydrologist H.E. Hurst (c.f. [6]). It is also worth mentioning that Mandelbrot first introduced the R/S analysis in economy (c.f. [7–9]) and argued that the performance of such a methodology is superior to variance, spectral, and autocorrelation analyses. The R/S analysis is especially appropriate to deal with large time series that could be modeled in terms of (fractional) Brownian motions.

For a time series (of returns) of length \( n \) and for each \( m = 2^k < n \), divide it into \( d = \frac{n}{m} \) non-overlapping blocks of length \( m \). Then

1. For each block \( B_1 = \{B_1, \ldots, B_m\} : i = 1, \ldots, d \), calculate both the mean, \( E_i \), and the standard deviation, \( S_i \).
2. Normalize the data of each block \( B_1 \) by subtracting its mean, \( E_i \), i.e., let \( N_j = B_j - E_i \), where \( j = 1, \ldots, m \).
3. Calculate the cumulative series (with mean 0) for each block \( B_1 \): let \( C_j = \sum_{k=1}^{j} N_k \) for \( j = 1, \ldots, m \).
4. Determine the range of \( C_j \) for each block, i.e., calculate \( R_i = \max(C_j : j = 1, \ldots, m) - \min(C_j : j = 1, \ldots, m) \), where \( i = 1, \ldots, d \).
5. Rescale the range, i.e., calculate \( \frac{R_i}{S_i} \) for \( i = 1, \ldots, d \).
6. Calculate the mean of the rescaled ranges, i.e., \( \frac{1}{d} \sum_{i=1}^{d} \frac{R_i}{S_i} \).
7. The self-similarity exponent of the time series calculated according to R/S Analysis, \( H_{R/S} \), stands as the slope of the linear regression of \( \log m \) vs. \( \log \chi_m \).

For a time series (of returns) of length \( n \) and for each \( m = 2^k < n \), let us divide it into \( d = \frac{n}{m} \) non-overlapping blocks of length \( m \). Then

1. Determine the local trend of each block \( B_{1i} \).
2. Let \( Y_j : j = 1, \ldots, m \) be the detrended process in each block \( B_{1i} \), i.e., the difference between the original value of the series in the block and the local trend.
3. For each block, calculate \( D_i = \frac{1}{m} \sum_{j=1}^{m} Y_j^2 \) for \( i = 1, \ldots, d \).
4. Determine the statistic \( F_m = \frac{1}{d} \sum_{i=1}^{d} D_i \), namely, the mean variance of the detrended process.
5. The Hurst exponent calculated by DFA, \( H_{DFA} \), stands as the slope of the linear regression of \( \log m \) vs. \( \log F_m \).

It is worth mentioning that both estimators, \( H_{R/S} \) and \( H_{DFA} \), throw information regarding memory in the series though not about the distribution of the increments of the corresponding process. Moreover, their definitions are both based on the variance (respectively, the standard deviation) of the process (respectively, its increments). However, even if such moments are infinite, such estimators still work properly (c.f. [14]). This fact implies, in particular, that when these estimators are applied to calculate the self-similarity exponent of either a Brownian motion or a Lévy stable motion with different self-similarity and without memory, then one gets \( H_{R/S} = H_{DFA} = 0.5 \).

2.3 Geometric method-based procedures

(GM algorithms)

Geometric method-based procedures (GM algorithms, hereafter), GM1 and GM2, are both based on the next expression to estimate the self-similar exponent \( H \) of a random process:

\[
\Delta B \propto T_S^H,
\]

where \( \Delta B = B(t + T_S) - B(t) \) is the mean of the variation of \( B \), the (log-)value of the series, on time intervals with lengths equal to \( T_S \) (c.f. [15, Section 4]). These approaches were first contributed by Sánchez-Granero et al. in [15] and revisited afterwards in terms of fractal structures (c.f. [16]). Next, we sketch their description in mathematical terms.

2.2 Detrended fluctuation analysis (DFA)

Detrended Fluctuation Analysis (DFA, hereafter), first contributed by Peng et al. (c.f. [10]), constitutes another broadly used approach to calculate the self-similarity index of random processes. It is noteworthy that it allows checking for correlation and scaling properties in time series (c.f. [11–13]). Thus, it becomes appropriate to study the evolution of the Hurst exponent of series which exhibit trends.
2.3.1 GM1

For a time series (of log–returns) of length \( n \) and for each \( m = 2^k < n \), divide it into \( d = \frac{n}{m} \) non-overlapping blocks of length \( m \). Then

1. Calculate the variation of each block \( B_i = \{B_1, \ldots, B_m\} \), i.e., let \( D_i = B_m - B_1 \) for \( i = 1, \ldots, d \).
2. Calculate the mean of the variations of all the blocks: \( M_m = \frac{1}{d} \sum_{i=1}^{d} D_i \).
3. The self-similarity exponent of the time series calculated according to GM1 stands as the slope of the linear regression of \( \log m \) vs. \( \log M_m \).

2.3.2 GM2

Moreover, if additional information regarding the time series is available, e.g., if both the maximum and the minimum values of each period are known, then the following alternative to GM1 approach named GM2 may display valuable information concerning self-similar patterns and trends on the series.

For a time series (of log–returns) of length \( n \) and for each \( m = 2^k < n \), divide it into \( d = \frac{n}{m} \) non-overlapping blocks of length \( m \). Then

1. Calculate the range of each block \( B_i = \{B_1, \ldots, B_m\} \), i.e., let \( R_i = \max(B_j : j = 1, \ldots, m) - \min(B_j : j = 1, \ldots, m) \) for \( i = 1, \ldots, d \).
2. Calculate the mean of the ranges of all the blocks: \( M_m = \frac{1}{d} \sum_{i=1}^{d} R_i \).
3. The Hurst exponent of the time series calculated by GM2 is the slope of the linear regression of \( \log m \) vs. \( \log M_m \).

It is worth mentioning that both GM1 and GM2 approaches consider the log–values of the series, whereas R/S analysis uses the (log) returns. Interestingly, the validity of these geometrical procedures to properly calculate the self-similarity exponent of (fractional) Brownian motions and (fractional) Lévy stable motions has already been justified theoretically (c.f. [16, Corollaries 3.5 and 3.9]). Additionally, in that work, the authors described both GM algorithms in terms of fractal structures (c.f. [16, Section 3]). Thus, they constitute two accurate geometrical methods to test for scaling and correlation properties on time series.

2.4 FD algorithms

Fractal dimension algorithms (FD algorithms, hereafter), were introduced from the viewpoint of fractal structures by Sánchez-Granero et al. in [1], where their accuracy to calculate the self-similarity exponent of a broad range of random processes was theoretically proved. Moreover, it was verified by Monte Carlo simulation that the three FD algorithms, FD1, FD2, and FD3 work properly for short series. Next, we describe how to calculate the self-similarity index of random processes throughout FD algorithms. With this aim, we shall utilize the concept of a fractal structure.

Firstly, recall that a family \( \Gamma \) of subsets of \( X \) is a covering of \( X \) if \( X = \cup \{A : A \in \Gamma\} \). Thus, a fractal structure on a set \( X \) is defined as a countable family of coverings of \( X \), \( \Gamma = \{\Gamma_n : n \in \mathbb{N}\} \), such that the two following conditions stand for all natural numbers:

(i) For each \( A \in \Gamma_{n+1} \), there exists \( B \in \Gamma_n \) such that \( A \subseteq B \).
(ii) Each \( B \in \Gamma_n \) can be written as \( B = \cup \{A \in \Gamma_{n+1} : A \subseteq B\} \).

In other words, the covering \( \Gamma_{n+1} \) is a strong refinement of \( \Gamma_n \), called level \( n \) of \( \Gamma \). If \( \alpha : [0, 1] \to \mathbb{R} \) is a parameterization of a real curve and \( \Gamma = \{\Gamma_n : n \in \mathbb{N}\} \) is the fractal structure on \([0, 1]\) with levels given by \( \Gamma_n = \left\{\left\lfloor \frac{k}{2^n}, \frac{k+1}{2^n}\right\rfloor : k = 0, 1, \ldots, 2^n - 1\right\} \), then we can define a fractal structure on the image set of \( \alpha \), \( \Delta_n = \{\alpha(A) : A \in \Gamma_n\} \) (c.f. [1, Definition 1]). Further, let \( l \) denote the length of the time series, hereafter.

- FD1:

1. Let \( d_n \) be the mean of \( \{\text{diam} (A) : A \in \Delta_n\} \) for \( 1 \leq n \leq \log_2 l \), where \( \text{diam} (A) = \sup \{|x - y| : x, y \in A\} \).
2. Define \( r_n = \frac{d_n}{\log_2 n} \) for \( 1 \leq n \leq \log_2 l - 1 \).
3. Calculate \( r \) as the mean of \( \{r_n : 1 \leq n \leq \log_2 l - 1\} \).
4. The self-similarity exponent of the series calculated according to FD1 is given by \( H = -\log_2 r \).

It is worth noting that FD1 is valid to calculate the parameter of random processes satisfying the condition \( E[X_n] = 2^H \cdot E[X_{n+1}] \). In particular, it works properly if \( X_n \sim 2^H \cdot X_{n+1} \), which is the case of processes with stationary and self-affine increments with parameter \( H \) (c.f. [1, Theorem 1]). In addition, it holds that GM2 is also valid to calculate the parameter of random processes lying under the condition

\[
E[X_1] = 2^{(\alpha - 1)H} \cdot E[X_n],
\]

Since such an equality is equivalent to \( E[X_n] = 2^H \cdot E[X_{n+1}] \), then the validity of GM2 approach is equivalent to the validity of FD1 for Hurst exponent calculation purposes.
3 Applications of fractal analysis to physiological time series

Fractal-based techniques have been widely applied for physiological time series to extract valuable information and analyze dynamical properties underlying subjects’ biosignals. Despite a wide range of biophysiological signals may be acquired and saved by diverse electronic devices, in this paper we shall be focused on some highlighted applications regarding EEG signals.

Usually, biosignal acquisition has been related to unhealthy subjects. However, along the last years healthy subjects are increasingly using biosignals in several applications. Next, we comment on some of them in the field of EEG.

Electroencephalogram signals (EEGs, hereafter) are potential fluctuations recorded from the scalp due to the brain electrical activity. It is worth pointing out that EEGs may be collected in distinct cognitive states or environments [17] and mathematically modeled as time series. The information extracted via fractal analysis becomes useful in medical and non-medical applications [18]. In the present paper, we have been focused on papers already appeared in *Journal Citation Reports*’ publications from 2010.

3.1 Medical applications

It is assumed that EEGs do reflect the brain dynamics, and hence, pathological states. This is the reason for which fractal and multifractal analyses have been extensively applied to medical biosignals in the last years [19]. The main clinical applications are surveyed next.

3.1.1 Epilepsy

Epilepsy is a neurological disorder leading patients to suffer spontaneous seizures. In each seizure, brain produces unexpected electrical discharges in an oscillatory state [20]. It is a common neurological disorder suffered by nearly 1% of the world population [21, 22]. An early detection of epilepsy becomes crucial to improve patients’ quality of life. It is worth pointing out that epilepsy diagnosis has
been carried out via a visual inspection of EEGs by experts. In this way, different approaches to deal with epileptic seizure prediction from EEGs have been provided by scientists without requiring human inspection [23].

Since EEGs are identified as nonlinear systems and epileptic seizures are sudden excessive electrical discharges in a group of neurons, it reasonable that nonlinear techniques may become appropriate for seizure identification and detection [24].

With the aim to develop an automated system to detect epileptic seizures, fractal analysis have been applied for feature extraction as descriptors of the structure of EEGs which have been classified later by several machine learning based algorithms. In 2011, Yuan [24] characterized EEGs by extracting features via DFA and approximate entropy and classified them via an extreme learning machine. A satisfying recognition accuracy of 96.5% was reported. In 2012, Quang et al. [22] combined the ICA (Independent Component Analysis) with the Largest Lyapunov Exponent to clean EEGs. Further, Acharya et al. [25] combined both Hurst exponent and fractal dimension with other features achieving high accuracy from a small number of features. In 2013, Zhou conducted wavelet decomposition on EEGs with five scales and selected the wavelet coefficients [26]. Effective features including lacunarity and fluctuation index were extracted from the selected scales and then sent to a Bayesian Linear Discriminant obtaining satisfactory results. In 2015, Fergus et al. [23] extracted some features via the correlation dimension and mixed them with frequency domain features. They were ranked and then a classifying based on a k–nearest neighbor was conducted. Their results improved the performance of previous studies by as much as 10% in most cases. Nazami et al. [27] contributed a study regarding EEGs using both the Hurst exponent and the fractal dimension. The results of such analyses reported that they are able to forecast the onset of a seizure on an average of 25.76 seconds before the time of occurrence. In 2016, Upadhyay et al. [28] presented a comparative study among distinct feature ranking techniques for epileptic seizure detection. In this occasion, the EEGs were decomposed by means of 16 discrete wavelets. Several wavelet-based techniques for feature extraction including Katz’s, Petrosian, and Higuchi’s dimensions were involved in such a study where Higuchi’s and Katz’s threw the best results.

3.1.2 Depth of anesthesia

The anesthesia monitoring becomes crucial to guarantee a safety and comfortable scenario to work along a medical intervention [29]. Despite novel monitoring approaches have been applied to characterize EEGs [30–32], there is not an overall agreement regarding the automated depth of anesthesia monitoring: it constitutes an old problem in the literature and also a key aspect to tackle with. In fact, a high level of anesthesia may lead to over dosing effects. Nevertheless, a low level of substance may lead patients to suffer intra-operative awareness [29]. With this aim, a wide range of techniques for time series analysis including correlation dimension and Largest Lyapunov Exponents have been applied. However, they have not achieved a total acceptance due to their limitations to entirely describe the properties of the EEGs [33, 34]. The main limitation of fractal-based methods lies in the fact that EEGs usually display non-uniform and complex fluctuations leading to distinct fractal dimension values for a given brain state. Thus, fractal dimension methods may not describe accurately such signals [34]. Despite that, the performance of novel proposals for anesthesia monitoring are compared with fractal based techniques [35]. For instance, in 2017, Khulman and Manton [36] proposed auto-regressive moving average as a measure for anesthesia monitoring and compared it with Higuchi’s fractal dimension obtaining similar results. Interestingly, the medical equipment industry have developed the so-called Bispectral Index Score, currently the reference measure [29], though the incidence of awareness still remains for further research.

3.1.3 Autism

Autism Spectrum Disorder (ASD) constitutes a group of complex neurodevelopmental disorders, characterized by deficits in social communication and interaction, and restricted, repetitive, and stereotyped patterns of behavior. Individuals diagnosed with ASD have co-occurring intellectual disability, language disorder, and epilepsy at higher rates than the general population [37].

It holds that EEG analysis becomes a powerful tool to detect ASD. In 2010, Ahmadloz et al. [38] presented a paper entitled “Fractality and a Wavelet-Chaos-Neural Network” for ASD diagnosis where they were compared Higuchi’s and Katz’s methods for fractal dimension computation. The best results were achieved by Katz’s dimension.

3.1.4 Depression

Depression is a common and serious psychiatric disorder. It is generally characterized by feelings such as sadness, fatigue, discouragement, helplessness, despair, or hope-
lessness that continue for several months or longer [39]. The analysis of EEGs may reveal information concerning the evolution of the brain signal affected by depression [40, 41]. Despite the high incidence in the population, diagnosis for depression mainly consists on a combination of both an interview and a questionnaire about the observation of subjective symptoms.

Higuchi’s and Katz’s dimensions combined with wavelet-chaos techniques were used as indicators of depressive disorders by Ahmadlou et al. [42]. Authors claimed that Higuchi’s dimension shows meaningful differences between both healthy and depressive groups. In 2013, band power, Higuchi’s dimension, DFA, correlation dimension, and Largest Lyapunov Exponents were considered as classifiers to discriminate depression patients and normal controls [40]. The same year, Bachmann et al. [41] computed spectral asymmetry index and Higuchi’s dimension as features, obtaining similar results for depression identification. Later, in 2015, Acharya et al. [43] presented the novel Depression Diagnosis Index with satisfactory results. That work, fractal dimension, Largest Lyapunov Exponents, sample entropy, DFA, higher order spectra, and recurrence quantification analysis were involved for feature extraction and then combined.

### 3.1.5 Parkinson, Alzheimer, and schizophrenia

Alzheimer’s disease is a type of dementia characterized by the gradual destruction of the patient’s brain cells, neurofibrillary tangles, and senile plaques in different widespread brain regions [44]. In 2011, Ahmadlou et al. [45] applied both Katz’s and Higuchi’s dimensions as markers of abnormality in Alzheimer’s disease. Later, in 2016, Smith et al. [46] reported that Higuchi’s dimension becomes sensitive to brain activity changes typical in healthy aging and Alzheimer’s disease.

Other application consists of characterizing Parkinson’s disease (PD, hereafter). The pathophysiology of PD is known to involve altered patterns of neuronal firing and synchronization in cortical-basal ganglia circuits. One window into the nature of the aberrant temporal dynamics in the cerebral cortex of PD patients can be derived from analysis of the patients electroencephalography [47]. Only a few published works characterize PD via fractal analysis of time series. In 2016 appeared an interesting study where emotions in Parkinson subjects were detected by means of approximate entropy, correlation dimension, DFA, fractal dimension, higher order spectrum, Largest Lyapunov Exponents, and sample entropy for feature extraction [48].

On the other hand, schizophrenia is a severe and persistent debilitating psychiatric disorder that affects approximately 0.4−0.6% of the world’s population. Patients show disturbances in thoughts, affects, and perceptions, as well as difficulties in relationships with others [49]. In 2011, Sabeti et al. [49] applied fractal dimension combined with power spectrum and autoregressive coefficients to distinguish schizophrenic patients and control participants reporting satisfactory results. In 2016, Yu et al. [50] computed the box-counting dimension to estimate the cool executive function of EEG data recorded from first-episode schizophrenia patients and healthy controls during the performance of three cool executive function tasks. Results showed that the fractal dimension was different in first-episode schizophrenia patients during the manipulation of an executive function.

### 3.2 Non-medical applications

As it was stated above, fractal-based techniques have been also applied to deal with non-medical biosignals. Below we review some of them.

#### 3.2.1 Brain Computer Interface

A Brain Computer Interface (BCI) system acquires and analyzes EEG signals to allow a direct communication and control pathway from the human brain to a computer [51]. At the beginning, BCI was used as a medical tool to allow communication or movements of people with severe disabilities. However, in the last years, researchers have applied BCI systems in different areas such as gaming, home automation, communication systems, robotics, etc [52].

Although linear features have been intensively used in BCI systems [52, 53], nonlinear techniques have been also applied to tackle with BCI applications. In 2010, Hsu [54] applied wavelet fractal features in a motor imagery paradigm BCI system to identify the movement of both the left and right hands. The next year, multiresolution fractal feature vectors were computed as well as a modified fractal dimension from wavelet data to develop an asynchronous BCI system [55]. Later, in 2013, it was presented an study based on multiresolution fractal feature vectors for Motor Imagery BCI [56]. On the other hand, in 2011, Esfahani et al. [57] used Largest Lyapunov Exponents with band power features to identify the satisfaction of the user in human-robot interaction. Also, Katz’s and Higuchi’s dimensions, R/S analysis, and Rényi’s entropy
were tested by Loo et al. [58] to carry out a detailed comparison involving some feature extraction techniques in motor imagery-based BCI. It is worth pointing out that the best results were achieved by Katz’s dimension together with a fuzzy k-nearest neighbors classifier. In 2013, Wang and Sourina [59] presented a novel method to recognize mental arithmetic tasks for multifractal analysis of EEG signals named generalized Higuchi’s fractal dimension spectrum. Additionally, they were extracted power spectrum, autoregressive coefficients, and statistical features from EEGs. The results achieved got improved in both multi-channel and one-channel subject-dependent algorithms. Later, in 2015, Rodríguez et al. developed a study involving three approaches (DFA, GM2, and Generalized Hurst Exponent) for self-similarity exponent calculation purposes and compared them to deal with feature extraction in Motor Imagery Based Brain Computer Interface Systems [60].

3.2.2 Emotion recognition

It is worth mentioning that a real-time approach based on EEG emotion recognition may lead researchers to new pathways in human computer interaction involving many applications including entertainment, education, and medical applications to name a few [61].

A technology for biosignal analysis could be more interesting than some already existing emotion recognition systems based on the user’s face or gestures since it could allow to reflect the “true” emotion of the user [62].

In 2012, Sourina et al. [62] proposed an emotion recognition algorithm allowing to recognize 6 different emotions in real-time. The emotions were generated by using the International Affective Digitized Sounds (IADS). That work, fractal dimension values were computed by both box-counting and Higuchi’s algorithms and them used for feature classification.

4 Conclusions

This article provides an updated state-of-the-art regarding some applications of fractal-based techniques to test for fractality patterns in physiological time series. Firstly, we technically describe several approaches to properly deal with the calculation of the self-similarity exponent of a time series. They include broadly-used algorithms as well as recent procedures improving their accuracy and performance for a wide range of self-similar processes. In addition, we contribute a detailed review involving some high-quality studies developed in the context of electroencephalogram signals. Both medical and non-medical applications are deeply reviewed and commented as well.

Acknowledgement: The last author is partially supported by grants No. MTM2015-64373-P from Spanish Ministry of Economy and Competitiveness and No. 19219/PI/14 from Fundación Séneca of Región de Murcia.

References


