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Abstract: At present, the accuracy of real-time moving video image recognition methods are poor. Also energy consumption is high and fault tolerance is not ideal. Consequently this paper proposes a method of moving video image recognition based on BP neural networks. The moving video image is divided into two parts: the key content and the background by binary gray image. By collecting training cubes. The D-SFA algorithm is used to extract moving video image features and to construct feature representation. The image features are extracted by collecting training cubes. The BP neural network is constructed to get the error function. The error signal is returned continuously along the original path. By modifying the weights of neurons in each layer, the weights propagate to the input layer step by step, and then propagates forward. The two processes are repeated to minimize the error signal. The result of image feature extraction is regarded as the input of BP neural network, and the result of moving video image recognition is output. And fault tolerance in real-time is better than the current method. Also the recognition energy consumption is low, and our method is more practical.
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1 Introduction

Previously, moving video image recognition technology was a very strange phrase, but now it has become more and more apart of people’s lives. Digital moving video image is the representation of two-dimensional image with finite digital pixels. Its recognition and detection is of great significance to the breakthrough in this field [1, 2]. Image recognition technology is becoming more and more mature. Every year, new technologies and achievements occur at a great pace. In the 21st century, one of the hottest technologies is artificial intelligence. However, image recognition technology is the core of artificial intelligence. It is the eye of future intelligent AI. Its application will inevitably lead to the rapid development of artificial intelligence [3, 4]. To sum up, the research of moving video image recognition methods and technology is ongoing.

In order to automatically recognize and track the moving droplets in the welding video images, Zhang et al. proposed the image recognition method based on frame difference. Mean-shift algorithm, aiming at the characteristics of gray images and single backgrounds. In order to solve the problem that the Mean-shift algorithm needs to fetch the target manually in the starting frame, the frame difference method was used to process the first two frames of the video image to get the target window and the center position in order to calibrate them. Combining the Mean-shift algorithm, based on gray histograms, the target template position of the next frame was determined so as to realize the automatic recognition and tracking of moving droplets. The results showed that the method had good real-time performance, but the recognition accuracy was low [5]. Static-video face recognition proposed by Fan Zheyi et al. was an identity recognition technology where the training set was a high-quality static image and the test set was a low-quality video sequence. Aiming at the difficulty of image alignment and motion blur, an improved sparsely represented static-video face recognition algorithm was proposed. According to the gradient variance information, the geometric features of facial images under video conditions were achieved. The problem of motion blur was solved by constructing a dictionary by multi-scale filtering of images. The key frames in video sequences were extracted by cross-correlating coefficients between images. Experimental results showed that the algorithm ran stably, but the real-time recognition performance was poor [6]. Xu H.N. et al. proposed a motion recognition method based on three-dimensional depth im-
age sequence to solve the problem of the high cost of traditional motion recognition algorithms in color video and inadequate two-dimensional information. The algorithm proposed a time depth model (TDM) to describe actions in time dimension. In the three orthogonal Cartesian planes, the depth image sequence was divided into several sub-actions. Also the inter-frame difference and energy accumulation were made for all the sub-actions to form a depth motion map to describe the dynamic characteristics of the action. In the spatial dimension, the spatial pyramid directional gradient histogram (SPHOG) was used to encode the time depth model to get the final descriptor. Finally, support vector machine (SVM) was used to classify actions. Experiments on two authoritative databases of MSR Action 3D and MSR Gesture 3D showed that the method had high recognition accuracy, but the recognition energy consumption was not ideal [7]. Liu Mingzhu et al. proposed an image recognition algorithm based on deep learning. A gabor filter was used to extract textural features of video images in four directions: horizontal, vertical, skimming and scratching. Then the depth confidence network was constructed by a RBM incremental depth learning algorithm layer by layer to locate the text region in the extracted texture feature image. In this paper, the feasibility of using morphological processing methods and an OCR character library were also studied to realize text recognition of video image, and the recognition effect were analyzed. The test results showed that the algorithm had good real-time performance [8].

Given the problems existing in the current research results, a fast recognition method of moving video image based on BP neural network is proposed. The detailed process is as follows:

1. A binary method is used to process the moving video image to improve the accuracy of image recognition, enhance the real-time image recognition, and to a certain extent reduce the energy consumption of recognition.
2. The D-SFA algorithm is used to extract the features of moving video images, lay a foundation for further improving the accuracy of image recognition.
3. The result of image feature extraction is input into the BP neural network algorithm [in order] to recognize the moving video image.

The effectiveness of the proposed method is verified experimentally.

## 2 Method

### 2.1 Moving video image processing

Image threshold segmentation is a widely used imaging technology. It takes advantage of the differences in gray characteristics between the object to be extracted from the image and its background. It also regards the image as a combination of two types of regions (targets and background) with different gray levels [9]. Among them, the most important is the selection of image threshold, inappropriate threshold selection will affect the quality of the binary image and recognition accuracy. This is because of the influence of uneven illumination, camera distortion, insufficient exposure and narrow dynamic range, results in serious artifacts appearing in the moving video images. Because of the uneven gray distribution and insufficient contrast, the edge of the moving video image is blurred and the details are not clearly distinguished. Also the binarization effect of moving video image is seriously affected.

For this reason, a global threshold algorithm based on the spatial distribution of moving video images and the classification criterion of maximum inter-class variance is used to binarize the recognition of moving video images, which can not only eliminate artifacts, but also maintain the edge integrity of moving video images [10].

Given ideal condition of uniform illumination, no noise and interference, the total gray level of the moving video image changes gently. Supposing the key content of the image is $g_1$, the background gray is $g_2$, and $0 \leq g_1, g_2 \leq 255$. Supposing that the proportion of key content pixels in a moving video image is $r_1$, the proportion of background pixels is $r_2$, and $0 < r_1, r_2 < 1, r_1 + r_2 = 1$. The gray mean of moving video images is expressed as Eq. (1):

$$M = r_1 g_1 + r_2 g_2$$

(1)

The variance calculation is shown in Eq. (2):

$$C^{2} = r_1 (g_1 - M)^2 + r_2 (g_2 - M)^2$$

(2)

According to Eq. (1) and Eq. (2), it can get:

$$r_1 (g_1 - M) + r_2 (g_2 - M) = 0$$

(3)

According to Eq. (3), there are:

$$g_2 - M = \frac{r_1}{r_2} (g_1 - M)$$

(4)

The Eq. (4) is substituted for Eq. (2) and it can get:

$$C^2 = \frac{r_1}{r_2} (g_1 - M)^2$$

(5)
In summary, the grayscale of the key content in the image is:

\[ g_1 = M \pm \sqrt{\frac{t_1}{t_2}} C \]  \hspace{1cm} (6)

In this way, the grayscale of image’s background is:

\[ g_2 = M \pm \sqrt{\frac{t_1}{t_2}} C \]  \hspace{1cm} (7)

The rough threshold value can be expressed as:

\[ T = M - \sqrt{\frac{t_1}{t_2}} C \]  \hspace{1cm} (8)

According to the calculation of rough threshold, the fine threshold value of an image with binarization is determined. The binarization of moving video images can be reduced to the classification of the two models (targets and backgrounds). Finally, the images are divided into two categories: key content and background [11].

Assuming that a given moving video image has a gray level of \(123 \cdots L'\), a total of \(L'\), and a threshold of \(t\), the pixels with gray levels greater than \(t\) and less than \(t\) are divided into two categories: class 1 and class 2. The total number of pixels in class 1 is \(\omega_1 (t)\), the average gray value is \(\mu_1 (t)\), and the variance is \(\sigma_1 (t)\). The total number of pixels in class 2 is \(\omega_2 (t)\), the average gray value is \(\mu_2 (t)\), the variance is \(\sigma_2 (t)\), and the average gray value of image pixels is \(\mu (t)\). The inter-class variance \(\sigma_B^2 (t)\) and intra-class variance \(\sigma_A^2 (t)\) can be defined as:

\[ \sigma_B^2 (t) = \omega_1 (t) [\mu_1 (t) - \mu (t)]^2 + \omega_2 (t) [\mu_2 (t) - \mu (t)]^2 \]  \hspace{1cm} (9)

where

\[ \mu (t) = \omega_1 (t) \mu_1 (t) + \omega_2 (t) \mu_2 (t) \]  \hspace{1cm} (10)

In pattern classification theory, there are three criteria for separability measurement among different classes: scattering matrix, divergence and Battacharyya distance. The ratio of inter-class variance to intra-class variance corresponds to the scattering matrix, which reflects the distribution of patterns in pattern space. Also the greater the similarity of the pixels of each class are the classification results will be better [12, 13]. Therefore, the maximum inter-class variance criterion function \(S (t)\) is used to fine tune the rough threshold.

\[ S (t) = \frac{\sigma_B^2 (t)}{\sigma_A^2 (t)} \cdot T \]  \hspace{1cm} (11)

According to Eq. (11), the binarization method based on spatial distribution is combined with the maximum inter-class variance classification criterion to realize the binarization of moving video images. In this way, the contrast between the background and the target is enhanced, the accuracy of the image recognition is improved, the real-time performance of the image recognition is enhanced, and the energy consumption of the recognition is reduced to a certain extent.

### 2.2 Feature extraction of moving video image

Based on the results of moving video image processing, the D-SFA algorithm is used to extract the features in the image. In this paper, image feature extraction is divided into three parts: collecting training cubes; extracting features of moving video image by using the algorithm; and constructing feature representations.

Collecting training cube is a method of constructing original input signal \(x (t')\) from video sequences. Firstly, the original video is processed and the frame difference image sequence is obtained. A selected frame is used as the initial frame to detect the feature points, and then the optical flow method is used to track the feature points to get the corresponding set of trajectories of all the feature points in the video. For each trajectory in the trajectory set, the pixel values in the neighborhood of each trajectory point \(w \times w\) are extracted to form a series of pixel blocks. Considering the time information, the sequence of pixel blocks of each point is integrated by \(\Delta t\) successive frames, and \(\Delta t' = 3\) is taken here. After further integrating all the feature points, the training cube is obtained, that is, the input vector \(x (t')\) is constructed. Figure 1 shows the process of training the cube.

![Figure 1: Process of training cube](image-url)
According to the cube training results, the D-SFA algorithm is used to extract the features of the moving video images. The algorithm is a kind of unsupervised learning algorithm. The idea of extracting image features from video is that the training cubes collected from different kinds of behavioral video are mixed together for machine learning of feature functions, and then the features are extracted from the trained feature functions. Because the supervised information cannot be encoded, the extracted features do not have good discrimination between behaviors. The algorithm introduces supervised information in the learning process. The idea of extracting image features from human behavior video is that the training cubes collected for each type of behavior are used for learning feature functions respectively, so the learning feature functions have the ability to distinguish the inter-class behavior, that is, they are selective to intra-class behavior.

Since feature analysis can minimize the mean square derivative, the fitting degree of a cube to the corresponding feature function can be measured by transforming the cube’s square derivative [14]. If the value is small, this cube and the feature function are well fitted. For the $C_i$ th and $j$ th feature functions of the $i$ th cube, the square derivative is defined.

$$ v_{i,j} = \frac{1}{L - \Delta t} \sum_{t'=1}^{L-\Delta t} [C'_i(t' + 1) \odot C'_i(t')]^2 \quad (12) $$

Where, $L$ represents the number of tracked frames, and $\odot$ represents the transformation operation. Here, $L$ is defined as 15 and $\odot$ is defined as 3.

Based on the calculation of Eq. (12), the square derivatives are accumulated on all cubes to form the feature of moving video image:

$$ f = S(t) \sum_{i}^{N} V_i \quad (13) $$

Where, $N$ represents the number of cubes collected in a moving video, $V_i = (v_{i,1}, v_{i,2}, \cdots v_{i,K})$, and $K$ represents the number of feature functions of a moving video image. Through image feature extraction, the accuracy of moving video image recognition is further improved.

### 2.3 Fast recognition of moving video images based on BP neural network

BP neural network is a multi-layer forward network with at least one layer at each level composed of input layers, output layers, and hidden layers shown in Figure 2.

The main idea of a back propagation algorithm in BP neural network is to divide the learning process into two stages: In the first stage (forward propagation process), the input information calculate the actual output value of each unit layer from the input layer, each layer of neuron state only affects the state of the next layer of neurons; In the second stage (back propagation process), assuming that the desired output value is not obtained at the output layer, the difference between the actual output and the desired output is calculated recursively layer by layer, and the error signal tends to be minimized by modifying the weight of the front layer according to the error. It gradually approximates the target by continuously calculating the network weights and deviation changes in the direc-
tion relative to the descent of error function slope. Every change of weight and error is directly proportional to the effect of network error [15–21].

Based on the above analysis, it is assumed that the number of cells in the input layer, the middle layer and the output layer is $K$, $H$ and $G$ respectively. $f$ is added to the input vector in the BP neural network, $H$ is the intermediate output vector, and $G$ is the actual output vector of the network, that is, the recognition results of moving video images are recognized.

Assuming that the weight of the output unit $i'$ to the hidden unit $j'$ is $W_{i'j'}$, the weight of the hidden unit $j'$ to the output unit $l$ is $W_{j'l}$, $\theta_l$ and $\phi_{j'}$ represent the thresholds of the output unit and the hidden unit. Controlling $\theta_l$ in the range of $[1.3, 1.4]$ and $\phi_{j'}$ in the range of $[0.5, 0.6]$ can effectively improve the fault-tolerance of moving image recognition.

A transfer function is a function that reflects the intensity of the stimulus pulse from the lower input to the upper node. It is also called a stimulus function. Generally, it is the Sigmoid function that is continuously selected in $(0, 1)$. That is,

$$F(x) = \frac{1}{1 + e^{-x}}$$

(14)

The error function $E(x)$ is:

$$E(x) = \frac{1}{2} \sum_{j'=1} G - H)^2$$

(15)

The output $h_{j'}$ of each unit in the middle layer and output layer can be expressed as:

$$H_{j'} = F \left( \sum_{j'=0} W_{j'l} + \phi_{j'} \right)$$

(16)

$$G_l = F \left( \sum_{j'=0} W_{j'l} + \theta_l \right)$$

(17)

In the BP neural network algorithm, the gradient descent method is used to adjust weights.

$$W_{i'j'}(n' + 1) = W_{i'j'}(n') + \eta \xi_{j'} x_i''$$

(18)
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The real-time performance of static-video face recognition based on improved sparse representation

The real-time performance of action recognition based on 3D depth image sequences

The real-time performance of image recognition based on deep learning

The real-time performance of moving video recognition based on BP neural network

Figure 5: Real-time performance comparison of different image recognition methods

Where, \( x_i' \) represents the output or external input of point \( i' \), \( \eta \) represents learning rate, and \( \xi_i' \) represents error.

Equation (18) is used to modify the weights and thresholds, and the error signals are returned continuously along with the original. By modifying the weights of neurons in each layer, the error signals propagate to the input layer one by one. Through the forward propagation process, the two processes are repeated, making the error signal smallest. When all the errors meet the requirements, the moving video image feature \( f \) is input into BP neural network, and the recognition result of the moving video image is obtained.

\[
G = \frac{f \circ H \cdot W_{ij}}{E(x)} + 1 \cdot F(x) \quad \text{(19)}
\]

The result of Equation (19) is the result of moving video recognition based on BP neural network.

3 Results

In order to validate the method of motion video image recognition based on BP neural network, the experiment of motion video image recognition is carried out using behavior recognition database. The database contains 50 kinds of single behaviors, including bending, running, single-foot jumping, double-foot jumping, in-situ jumping, waving, sidetracking, walking, single-arm waving and double-arm waving. Each behavior is completed by 9 different individuals. Figure 3 is part of the experimental samples. The experimental platform is built on Matlab.

- Accuracy of image recognition
- Real-time performance of image recognition
- Energy consumption of image recognition
- Fault-tolerance of image recognition
The results are as follows:

Figure 4 shows that the combination of the frame difference method and a Mean-shift algorithm has the worst recognition accuracy. Other current methods do not have strong recognition accuracy, the reliability is poor. The recognition method of moving video image based on BP neural network does not change with the number of moving video images to be recognized, and the highest recognition accuracy is 99%.

In the real time experiment of image recognition, the number of images to be recognized is defined as 100.

In Figure 5, different methods show different real-time performance in a certain number of images to be recognized. Current image recognition algorithms and methods do not have stability and persistence in real-time, and the recognition process has a high delay. Moving video image recognition method based on BP neural network can effectively control the recognition delay below 6 µs, which is feasible.

The average energy consumption of action recognition based on 3D depth image sequences is 121 nJ/bit, that of image recognition based on depth learning is 104 nJ/bit, the improved sparse representation for static-video face recognition is 116 nJ/bit, and the moving video recognition based on BP neural network is 88.6 nJ/bit. From the experimental data, the proposed method has lower energy consumption.

The results of the experiments in Figures 4 to 6 show that the proposed methods show superior performance. This is mainly due to the binarization of the image and the extraction of the image features before the proposed method is used to enhance the contrast between the background and the content of the image. Provides support for reducing the energy consumption, improving the recognition accuracy and enhancing the real-time recognition.
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As can be seen from Figure 7, compared with the current research, the fault-tolerance of moving video image recognition based on BP neural networks is better. The proposed method sets the thresholds of the output unit \( \theta_l \) and the hidden unit 1 and \( \phi_j' \), which effectively enhances the fault-tolerance in the process of moving video image recognition.

4 Discussion

In this discussion, the fault-tolerance of the moving video image recognition method based on BP neural network is observed with the different range of the hidden unit threshold \( \phi_j' \). \( \phi_j' \) is defined in two ranges of \([0.5, 0.6]\) and \([0.7, 0.8]\) respectively, so as to observe the influence of the value of \( \phi_j' \) on the fault-tolerance of image recognition. The results are as follows:

As shown in Figure 8, the fault-tolerance coefficient of moving video image recognition based on BP neural network is larger in \( \phi_j' \in [0.5, 0.6] \), and that of the proposed method fluctuates continuously in \( \phi_j' \in [0.7, 0.8] \), and the overall fault-tolerance coefficient is smaller than 0.9. From the discussion results, it can be seen that the method defines \( \phi_j' \) in the interval of \([0.5, 0.6]\), which can adjust the image fault-tolerance coefficient to the maximum.
5 Conclusions

As the focus of current research, moving video image recognition has attracted wide attention and many scholars have embarked on research. At present, there are some defects in the related research methods and the performance of the algorithms employed. Thus, a moving video image recognition method based on BP neural network is proposed. Through image processing, image feature extraction and image recognition, the detection and recognition of moving video images are completed. Experimental results show that the proposed method is robust. The following suggestions are put forward for the next research.

BP neural network algorithms have certain advantages in image recognition. They can be combined with the constantly updated new algorithms or methods to further improve the accuracy of image recognition.

Image denoising or enhancement algorithms should be added to further improve the performance of the recognition method.
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