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Abstract: When the traditional anchor aided location algorithm is used to select the mobile beacon path in the sensor network, there is no analysis of the energy imbalance of nodes in non-dense conditions, the optimal network node cannot be selected, and the selection error of the optimal path of the beacon is larger. A path selection algorithm for mobile beacons in a sensor network under non-dense distribution is proposed. Using the mobile beacon based wireless sensor network location algorithm, the weighted centroid algorithm and the extended Kalman filter (EKF) are used to obtain the accurate location results of the unknown nodes around the mobile beacon in the sensor network under non-dense distribution condition. The optimal node energy partition of the unknown node is obtained by the chaotic differential evolution method, and the optimal location of the optimal energy node in the wireless sensor network is calculated using the dynamic escape particle swarm optimization method, and the optimal beacon path is extracted. The experimental results show that the proposed algorithm can enhance the clustering performance of the optimal node in the wireless sensor network and has a better performance of dynamic node selection in wireless sensor network, and the convergence speed is faster and the operation time is shorter.
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1 Introduction

With the increasing application of wireless sensor networks, their performance requirements have gradually improved. In wireless sensor networks, the energy of nodes is limited, and this is the key factor that interferes with the efficiency of communication. Under the condition of non-dense node distribution, the rational use of node resources to optimize the structure of sensor networks is the key method to expand the application of wireless sensor networks, and it has become a hot issue in this field. For example, Huang et al. [1] proposed the use of a historical beacon and RSS to obtain three constraints and introduce a range-free location algorithm with low communication cost. When receiving the signal strength, the algorithm was disturbed by noise, resulting in inaccurate reception results. Halder & Ghosal [2] proposed a mobile anchor aided localization algorithm to reduce implementation costs by using a limited number of mobile anchors. The algorithm did not fully analyze the problem of node energy imbalance under non-dense condition, and cannot select the best network nodes. Alomari et al. [3] introduced a new static path planning model. This model ensured that all nodes in the sensor network could receive location information. Compared with a similar static model, the new static path planning model estimated its own location, with high positioning accuracy, but had low communication efficiency and large defects. Sun et al. [4] proposed a beacon deployment strategy to ensure location in wireless sensor networks. However, due to the constraints of the network, the strategy had some limitations. Singh & Khilar [5] proposed an analytical geometric distance free location scheme based on mobile beacon points in wireless sensor networks, but the analysis of the scheme was complex and inefficient.

In view of the above problems, this paper proposes an algorithm for mobile beacon path selection in wireless sen-
sensor networks under non-dense distribution. Firstly, a localization method based on mobile beacon is designed to accurately locate the mobile beacon path in wireless sensor networks under non-dense distribution. Then the node selection optimization algorithm based on chaotic differential evolution and dynamic escape particle swarm optimization is used to select the optimal path of mobile beacon in the sensor network under non-dense distribution.

2 Methods

2.1 Node localization algorithm in wireless sensor network based on mobile beacon

2.1.1 The principle of positioning

Mobile model of beacon

In the process of robot localization, the robot can traverse the whole area according to the artificial track. However, the key difference is that the mobile beacon in the sensor network under non-dense distribution has little or only small control [6]. At present, the mobile models for non-dense distributed sensor networks include random mobility model and S-type. The random mobile model has a small requirement for the hardware configuration of the beacon, but it is difficult to cover the whole non-dense sensing area, resulting in low location coverage [7]. Although S-type and other regular models can traverse the sensing area according to the pre-trajectory, they require high hardware configuration of beacons [8]. In this paper, the Gauss Markov model is used for mobile beacons. The model does not require significant hardware configuration of beacon and can cover the whole non-dense sensing area. The Gaussian Markov model is defined as follows: 

\[ v_k = a v_{k-1} + (1 - a) v_{\text{mean}} + \gamma_v \sqrt{1 - a^2} \tag{1} \]

\[ d_k = a v_{k-1} + (1 - a) d_{\text{mean}} + \gamma_d \sqrt{1 - a^2} \tag{2} \]

Where, \( v_k \) and \( d_k \) represent the speed and direction of the time \( k \), \( v_{\text{mean}} \) is the average speed, is the average direction of motion, \( \gamma_v \) and \( \gamma_d \) represent Gaussian random variables, and \( a \) is the adjustment parameter of randomness, then the location of the non-dense sensor network is as follows:

\[ x_k = x_{k-1} + v_{k-1} \times \cos (d_{k-1}) \tag{3} \]

\[ y_k = y_{k-1} + v_{k-1} \times \cos (d_{k-1}) \tag{4} \]

Where, \( x_k \) and \( y_k \) represent beacon movement to the horizontal and vertical positions of \( k \)th intervals respectively.

Distance measuring method

This paper calculates the distance between unknown node and mobile beacon by using the received signal strength indication (RSSI) value and propagation path loss empirical model [9]. In the actual application environment, the log-normal distribution model of random interference is usually introduced as the path loss model of wireless sensor networks due to factors such as multipath, diffraction and obstacles.

\[ PL(d) = PL(d_0) + 10n \log \left( \frac{d}{d_0} \right) + X_\sigma \tag{5} \]

Where, \( d_0 = 1 \) m is the reference distance; \( PL(d_0) \) is the path loss after passing the distance of \( d_0 \); \( d \) is the real distance; \( PL(d) \) is the path loss after the beacon signal reaches the unknown node; \( X_\sigma \) is the shielding factor of the average value of zero with the unit \( dB \); \( n \) is the path loss index, and its value depends on the surrounding environment and the type of the building.

Weighted centroid algorithm model

The weighted centroid algorithm uses the former \( m \) virtual beacons with the largest RSSI value received by each unknown node as the location reference information, in order to ensure the positioning accuracy [10]. There is not a unified standard for determining weighted centroid values, but the choice of weights must ensure that the beacon nodes which are closer to the unknown nodes have the greater weight value [11]. This paper proposes that the weight value corresponds to the reciprocal of distance:

\[ w_1 : w_2 : \cdots : w_m = 1/d_1 : 1/d_2 : \cdots : 1/d_m \]

The weight selection is simple and feasible, and it fully meets the basic requirements of weight selection. Such an unknown node can be expressed as:

\[ X_{\text{est}} = \sum_{i=1}^{m} (X_i \times (w_i / \sum_{j=1}^{m} w_j)) \tag{6} \]

Where, \( X_i \) are the received coordinate \((x_i, y_i)\) of the \( i \)th virtual beacon, \( X_{\text{est}} \) is the initial estimated coordinate of unknown node, and \( w_j \) is the unknown node.

Establishment of the extended Calman filtering model [12]

Simulation of state equation is:

\[ X_k = A \times X_{k-1} + w_k \tag{7} \]

\[ X_k = (x_k, y_k)^T \]

represents the coordinate vector of unknown nodes after filtering of the \( k - 1 \) beacon. \( w_k \) is the measurement process noise, and \( A \) is the second order unit matrix.
The simulation of observation equation is:

The distance between unknown nodes and beacons is used as the observation quantity ($Z_k$) of extended Kalman filter tracking distance. The observation equation is as follows:

$$ Z_k = f(X_k) + v_k = H \times X_k + v_k \quad (8) $$

The observation equation is linearized [13]:

$$ Z_k = \left[ \frac{\partial dn}{\partial x} \frac{\partial dn}{\partial y} \right] \times X_k + v_k \quad (9) $$

Where, $d_k = \sqrt{(xb_k - x_k)^2 + (yb_k - y_k)^2}$. $d_k$ is the distance between the unknown node and the k virtual beacon, $(xb_k, yb_k)$ is the coordinate of the k beacon of the unknown node, and $v_k$ is the observation noise, the Gauss distribution random number with zero mean value, and its standard deviation is $\sigma_1$. Of which $H$ is the Jacobi matrix of $f(X_k)$.

The EKF calculation process is as follows:

The current state is predicted using the previous state of the system:

$$ X(k|k-1) = AX(k-1|k-1) \quad (10) $$

The covariance of the current state of the system is updated:

$$ P(k|k-1) = AP(k-1|k-1)A^T + WQW^T \quad (11) $$

The extended Calman gain is computed as:

$$ Kg(k) = P(k|k-1)H^T(HP(k|k-1)H^T + VRV^T)^{-1} \quad (12) $$

Combining the predicted and observed values, the optimal estimated value of the present state is estimated:

$$ X(k|k) = X(k|k-1) + Kg(k)(Z(k) -HX(k|k-1)) \quad (13) $$

The covariance of the present optimal estimated value is updated:

$$ P(k|k) = (1 - Kg(k)H)P(k|k-1) \quad (14) $$

Making cyclic iteration, and then return step (1).

Where, $Q$ is the covariance matrix of process noise: $Q = 0$; $R$ is the covariance matrix of observation noise: $R = \sigma_1^2$; $\sigma_1$ is the standard deviation of Gaussian distribution random number $v_k$. $W$ is the Jacobian matrix of the state equation and is the Jacobian matrix of the observation equation.

### 2.1.2 Design of the algorithm

In this paper, a mobile beacon is first used to allow the Gauss Markov model to traverse the sensing area, and to publish the location information periodically. The unknown node processes the location information [14]. Then, the initial coordinates of the unknown nodes are calculated by the weighted centroid algorithm. Finally, the EKF iteration cycle is used to converge the initial position coordinates to the true coordinates of the unknown nodes [15].

The concrete steps of the algorithm are as follows:

The mobile beacon traverses the entire sensing area.

The Gauss Markov model is used by the Mobile beacon to periodically broadcast the location and RSSI packets during the mobile process.

The unknown node processes the received virtual beacon [16].

- a. The unknown node receives and records the virtual beacon information $i[(xb_i, yb_i); \text{RSSI}_i]; i = 1, 2, \ldots, m$ after receiving the information, $m > 3$.
- b. The recorded information is sorted [17]. According to the ranking of RSSI values from large to small, if the RSSI value is equal, the arrangement is not sequential.
- c. The set of distance observations from unknown nodes to beacon locations are recorded: $D = \{d_1, d_2, \ldots, d_m\}, i = 1, 2, \ldots, m$. $d_i$ corresponds to the received sequence $\text{RSSI}_i$ and $d_i$ from the big to the small, and when the distance value is the same, the arrangement is not sequential.
- (3) The weighted centroid method is used to calculate the approximate location $X_{est} = \sum_{i=1}^{m} \left( X_i \times \left( w_i \sum_{j=1}^{m} w_j \right) \right)$ of unknown nodes.
- (4) The approximate location of unknown nodes provided by step (3) is used to determine the initialization state of EKF. The EKF loop iteration is used to precisely locate every unknown node.

### 2.2 Path selection algorithm for mobile beacon in wireless sensor networks under non-dense distribution

According to the precise location of each unknown node obtained in the upper section, the optimal path of the mobile beacon is obtained using the optimal path selection algorithm of mobile beacon in the sensor network under non-dense distribution [18], and the detailed process is:

- Chaos differential evolution method is used to obtain the optimal node energy partition of unknown nodes.
- In order to describe the diversity of the direct groups of different sub-regions in the sensor networks under non-
dense distribution, the variance of the fitness value of the
data group and the diversity factor \( mf \) are set, and then
there are:

\[
mf = \frac{1}{NP} \sum_{i=1}^{NP} (f(x_i) - \bar{f}(x))^2
\]  

(15)

Where, \( NP \) represents the size of the sensor networks
under non-dense distribution, \( f(x_i) \) is the fitness value of
ith chromosome in similar genetic algorithm, and \( \bar{f}(x) \) is
the average fitness value.

In the iterative process, in order to avoid the algorithm
entering the local optimal value too early, it is necessary
to integrate the perturbation theory of chaotic time series
to improve the algorithm performance. According to the
chaos theory, the optimal search of unknown nodes is con-
ducted out through the Logistic chaotic time series shown in
Eq. (16) [19].

\[
x_{n+1} = \mu x_n (1 - x_n)
\]  

(16)

Where, \( n = 1, 2, 3, \ldots, x \in [0, 1] \mu \in [0, 4] \). \( x \) is to sim-
ulate sequence elements, \( n \) is an iterative time step, \( \mu \) is
an adjustable parameter. Through numerical iteration, it
is found that

If \( 0 \leq \mu \leq 1 \), the iteration system has only \( x = 0 \) stable
1-periodic point.

If \( 0 \leq \mu \leq 3 \), the iterative system has an unstable 1-
periodic point \( x = 0 \), and a stable 1-periodic point \( x = 1 - \frac{1}{\mu} \).

If \( 3 \leq \mu \leq 3.449 \), there are two unstable 1-periodic
points and \( x = 1 - \frac{1}{u} \).

\[
x = \frac{1}{2} \left( 1 + \mu \sqrt{(\mu + 1)(\mu - 3)} \right)
\]  

(17)

\[
x = \frac{1}{2\mu} \left( 1 + \mu \sqrt{(\mu + 1)(\mu - 3)} \right)
\]  

(18)

Eq. (17) and (18) are two stable 2-periodic points of the sys-
tem: when \( 3.449 \leq \mu \leq 3.544 \), the periodic point becomes
unstable, and four stable 4-periodic points appear in this
case.

When parameter continues to increase, \( \mu > 3.544 \), the
4-periodic point and eight stable 8-periodic solutions. If it
continues to iterate, it will find that the 8- periodic solu-
tions fluctuate, and there are 16 stable periodic solutions,
so go on, then.

Based on the characteristics of chaotic variables, the
optimal search of the unknown nodes in the sensor net-
work under non-dense distribution is carried out [20]. The
chaos disturbance is integrated into the unknown node
partition process, and the optimization of the unknown
node partition of the sensor network is completed under
the non-dense condition, and the best energy of the un-
known node is obtained [21].

The optimal location of nodes in the wireless sensor
network is found.

According to the above process, the optimal energy
node of unknown nodes in the sensor network is obtained
under non-dense distribution. By using the dynamic es-
cape particle swarm optimization method, the optimal
position of the optimal energy node in wireless sensor
networks is calculated, and the network node coverage
optimization is realized [22]. The dimension of wireless
sensor network space is set to \( k \), the number of partic-
les in the dynamic escape particle swarm is \( n \), \( Y_k = (y_{j1}, y_{j2}, \ldots, y_{jk}) \) represents the space position of the
ith particle. The speed of particle motion is represented by
\( W_j = (w_{j1}, w_{j2}, \ldots, w_{jk}) \). The optimal space position in
the process of particle motion is represented by \( Q_j = (q_{j1}, q_{j2}, \ldots, q_{jk}) \), and the best space position of all par-
ticles in the global search process can be calculated by the
following formula.

\[
w_{jk}^{l+1} = x(l) \times w_{jk}^l + d_1 s_{1k} (p_{best_{jk}^l} - y_{jk}^l) d_2 s_{2k} (p_{best_{jk}^l} - y_{jk}^l)
\]

\[
y_{jk}^{l+1} = y_{jk}^l + w_{jk}^l
\]  

(19)

Where, \( d_1 \) is the weight coefficient of the running speed
of the dynamic escape particle, and the \( d_2 \) is the weight
coefficient of the running speed of all the particles in the
wireless sensor network, \( s_{1k} \) and \( s_{2k} \) are the random num-
bers in the range of 0–1, and \( y_{jk}^l \) is the kth dimensional space
position parameter of the dynamic escape particle \( j \) during
the first iteration process, and \( w_{jk}^l \) is the running speed of
its corresponding escaping particles. \( p_{best_{jk}^l} \) is the spatial
escape position of particle \( j \) in the kth dimension, and \( x \) is the inertia weight coefficient. Through the operation, it
can be obtained

\[
x(l) = 0.9 x(l) - 0.5 \times l / \max - step
\]  

(20)

Where, \( l \) is the number of iterations for network node
coverage by dynamic escape particle swarm optimization, and
\( \max - step \) is the maximum number of iterations.

The following formula can be used to calculate the
spatial location parameter \( m_{best} \) of the coverage area in
wireless sensor network under non-dense distribution.

\[
m_{best} = x(l) \sum_{j=1}^{N} q_{j}/N
\]

\[
= x(l) \left( \sum_{j=1}^{N} q_{j1}/N, \sum_{j=1}^{N} q_{j2}/N, \ldots, \sum_{j=1}^{N} q_{jk}/N \right)
\]  

(21)
Where, 1 is the spatial position parameter of dynamic escape particle \( j \) in th dimension. \( N \) is the number of nodes.

The detailed process of mobile beacon’s path selection under non-dense distribution is as follows:

Initialization. Firstly, the initialization of node energy control parameters, including the maximum number of iterations, dimensions, iterations and disturbance range, is carried out. Then the node area is initialized, and a random matrix is randomly generated as the initial population, and then an initial membership matrix is generated to select the initial optimal individual and the global optimal individual.

An evolutionary computation is carried out according to the differential evolution algorithm [23].

The threshold \( \zeta \) is set, the diversity factor is calculated, and \( mf \) and \( \zeta \) are made comparison analysis. If \( mp > \zeta \), then go to step (4), if \( mf > \zeta \), then go to step (5);

(4) The chaotic sequence is integrated into the partition to produce a random matrix \( z \), which is \( c \times D \), and each component is between (0, 1), and \( NP \) chaotic sequence variables are obtained according to the Logistic chaotic mapping.

\[
x_{n+1} = 4x_n(1 - x_n), n = 1, 2, \ldots, NP
\]  

(22)

The chaotic components that integrate into the individual perturbation variables are:

\[
\Delta x_i = a + (b - a)x_n, n = 1, 2, \ldots, NP
\]  

(23)

The perturbed variables that are loaded into the population are:

\[
x_{n,G} = x_{n,G} + \Delta x_i
\]  

(24)

The distance from each data to the clustering center is calculated, to adjust \( U \). The population is updated through the new \( U \), and the individual with the smallest fitness is the optimal individual of the present generation.

The optimized coverage of the wireless sensor network nodes is carried out by the dynamic escape particle swarm optimization (DDE-PSO) algorithm to calculate the optimal location of wireless sensor network node \( mbest \).

If \( G = mbestG_{max} \), the iteration is stopped and the global optimal individual and the optimal fitness value are the output. If it is not, then \( G = G + 1 \), and make iteration with the step (2).

The above analysis process is based on the uniform traversal characteristics of chaotic sequences and the efficient global search ability of differential evolution algorithm. Chaotic perturbation is incorporated into the node energy partition process to get the best energy node. Dynamic escape particle swarm optimization is used to calculate the optimal position of the optimal energy node in wireless sensor networks, which is the optimal beacon path.

### 3 Results

#### 3.1 Experimental setting

In order to improve the performance of the mobile beacon path optimal selection algorithm in the sensor network under non-dense distribution, the related simulation experiments are carried out. The simulation conditions are as follows: setting up the target area of wireless sensor network is the flat area 100 m × 100 m. The radio transmitting parameters of the mobile beacon node refer to the experimental data measured by MICA2mote, in Motorola Florida R&D Center, the attenuation factor in formula (5) is \( n = 2.38 \), and the standard deviation of the Gauss distribution random variable is \( \sigma_{dB} = 7.98 \) dB. The communication radius of each unknown node is \( r = 10 \) m (the greater the communication radius is, the more location information can be obtained, but at the same time, the higher the cost of the nodes is, so the 10 m communication radius that the current sensor nodes can basically reach is chosen). The noise \( \gamma_v \) and \( \gamma_d \) in Eq. (1) and Eq. (2) are all subject to Gauss random distribution, with a mean value of 0 and a variance of 1. The noise value of the model increases a certain degree of freedom, making it more close to the beacon movement affected by various environmental parameters.

In order to make the beacon to move beyond the boundary of the sensing area, the average speed \( v_{\text{mean}} \) is not larger and set as 2 m/s, the average motion direction \( d_{\text{mean}} \) is set to 90°, that is, the direct direction. When the beacon approaches the boundary, \( d_{\text{mean}} \) should change the beacon into the sensing area with the change [24]. The randomness adjustment parameter \( a = 0.6 \) is set, \( a \) is a number between 0 and 1, the larger the value of \( a \) is, the greater the model’s dependence on the previous state is and the enhancement of the memory is [25–31].

50 sensor nodes are randomly distributed in the plane area, and the starting point of the beacon is (50, 50). According to the Gauss Markov model, the beacon moves 2500 s, so that the whole sensing area is basically covered.

#### 3.2 Analysis results

If the moving time of a certain beacon is 3000 s, the average speed is 2m/s, the interval of the broadcast information is 1s, and the number of iterations is 50, the number of
If the number of virtual beacons received by an unknown node is 21, the moving time of the mobile beacon is 3000 s, the interval of the mobile beacon broadcast information is 1 s and the number of iterations is 50 times, the motion speed of the beacon is changed, and the ten unknown nodes are located and simulated, and the average value is taken, then the average root mean square error curve of the algorithm proposed in this paper is as shown in Figure 2.

If the number of virtual beacons received by an unknown node is 21, the running time of the mobile beacon is 3000 s, the speed is 2 m/s, the interval of broadcast information is 1 s, the number of EKF iterations is changed, and the average value mean square error curve of the ten unknown nodes is simulated and the average root mean square error curve of the proposed algorithm is shown as Figure 5.

After locating the mobile beacon in the sensor network under non-dense distribution, the anchor aided location algorithm, the free location algorithm and the proposed algorithm are used to optimize the path selection of the mobile beacon in the wireless sensor network under the non-dense distribution. The rectangular frame is used to describe the target area of the wireless sensor network node,
the prototype is used to describe the sensor radius, and the solid point is used to describe the spatial location of the node. The optimization results are described in Figures 6 and 7, respectively.

100 separate dynamic nodes selection simulation experiments for wireless sensor networks are conducted respectively. The proposed algorithm, the anchor aided location algorithm and the free location algorithm are simulated, and the average optimum fitness, the average operation time and the average iteration number of the three algorithms are obtained. The detailed results are described in Table 1.

4 Discussion

As can be seen from Figure 1, as the number of beacon nodes increases, the average mean square root positioning error of the three algorithms decreases, but the degree of reduction decreases slowly. When the number of virtual beacons received by an unknown node is 3, the mean square root positioning errors of the three algorithms are 9.5 m, 8 m and 6.7 m respectively. When the number of virtual beacons is 27, the corresponding average root mean square error is 4.6 m, 4.1 m, and 1.7 m. The average root mean square error of the proposed algorithm is stable when the virtual beacon reaches over 21, indicating that the proposed algorithm is obviously better optimized than two other algorithms.
Table 1: Average performance comparison of 100 times independent optimization

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average optimum fitness /%</th>
<th>Mean operation time /s</th>
<th>Average iteration time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anchorage aided location</td>
<td>7.63</td>
<td>54.66</td>
<td>54.95</td>
</tr>
<tr>
<td>algorithm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free location algorithm</td>
<td>8.11</td>
<td>53.87</td>
<td>54.12</td>
</tr>
<tr>
<td>Algorithm in this paper</td>
<td>9.89</td>
<td>34.73</td>
<td>33.71</td>
</tr>
</tbody>
</table>

As shown in Figure 2, with the increase of beacon speed, the average root mean square error increases gradually, and the degree of increase gradually increases. When the moving beacon speed is below 2 m/s, the average root mean square error is basically stable at 0.6 m. When the speed is 5 m/s, the average root mean square error is 8.34 m. Although the moving time of the beacon is certain, the speed of the mobile beacon increases and the distance between the two continuous packets sent by the beacon increases, which leads to the density of the virtual beacons received by some unknown nodes. However, some unknown nodes receive sparse virtual beacons, leading to an increase in average root mean square error.

From Figure 3, we can see that the location coverage decreases with the increase of the moving speed of the beacon. When the speed is below 2 m/s, the coverage rate reaches 100%. When the speed is 5 m/s, the coverage rate is only 71%. Although the moving time of the mobile beacon is certain, the speed of the mobile beacon increases, the distance between the virtual beacons is increased, and the virtual beacons received by some unknown nodes are dense, so that enough location information can be obtained. And some unknown nodes receive virtual beacons sparsely, sometimes even cannot receive virtual beacons, which leads to the reduction of location coverage.

From Figure 4, we can see that with the gradual increase of the mobile beacon’s moving time, the coverage of unknown nodes will gradually increase. When the beacon’s moving time is 500 s, the location coverage is only 69.6%. When the moving time is more than 2500 s, the location coverage is stable to 100%.

As seen in Figure 5, with the increase of the number of EKF iterations, the initial location of the unknown nodes calculated by the weighted centroid method can be converged to the real position, so the average root mean square error will gradually decrease. When the number of iterations is 50, the root mean square error is 5.1 m. When the number of iterations is 350, the mean root mean square error is basically stable at about 0.9 m.

Through simulation and analysis, it is demonstrated that the proposed algorithm can achieve high locating accuracy in non-dense distribution, and the algorithm is relatively simple, without complex computation. In the same case, the locating effect is obviously superior to the anchor assistant location algorithm and the free localization algorithm. The locating error is mainly related to the moving time, moving speed, the number of virtual beacon points received and the number of iterations. The longer the beacon moves, the slower the speed is, the more the number of beacons is, the larger the number of iterations is, the smaller the root mean square error is and the higher the locating accuracy is. However, due to the low cost and low power consumption of the wireless sensor network, in practical application, the moving time of the beacon cannot be too long, the running speed cannot be too high or too low, the number of virtual beacons cannot be too great, and the number of iterations should not be too high in practical applications. The optimal location parameters should be chosen according to the locating accuracy trade-off in the specific application. According to the simulation results, when the beacon’s moving time is 3000 s, the moving speed is 2 m/s, the number of virtual beacons is 21 and the number of iterations is 350 times, its locating effect is best, and it can meet the location requirements of the wireless sensor network in the general situation.
As shown in Figures 6, 7 and 8, the coverage rate of wireless sensor networks is better under the optimal path selection algorithm and the coverage rate of the other two algorithms is more decentralized in the process of optimizing the node selection process for a non-dense distributed sensing network. The other two algorithms are used to optimize the selection of wireless sensor network nodes. The uniformity of node distribution is poor, and the coverage area of repetitive nodes is greater. The proposed algorithm is used to select wireless sensor network nodes, not only the node uniformity is higher than the other two algorithms, but also the coverage area of repetitive nodes is significantly reduced. It shows that the algorithm ensures the balance of network energy consumption and prolongs the network lifetime.

It is seen from Table 1 that in the average best fitness contrast, the best fitness of the proposed algorithm is 9.89%, the anchor assistant location algorithm is 7.63%, the free location algorithm is 8.11%, and the algorithm has the highest fitness. In the comparison of average computing time, the algorithm used in this paper is 34.73 s, compared to that of anchor assistant location algorithm (54.66 s) and the free location algorithm (53.87 s). The proposed algorithm has the shortest time and the highest efficiency. As summarized in Table 1 the proposed algorithm has the minimum number of iterations and the fastest convergence speed. The algorithm can quickly and effectively accomplish the node selection optimization of sensor networks in non-dense node distribution. The proposed algorithm not only has better dynamic node selection performance, but also has fast convergence speed and less computation time.

It can be seen that the proposed algorithm has the following advantages:

The fact that all nodes in traditional WSN are stationary is overcome. It only uses a GPS function, and can move the beacon to traverse the entire sensing area beforehand, reduces the number of actual stationary beacons that need to be arranged, thus greatly saving the location cost.

The Gauss Markov model is used to move the beacon. The parameters of the model, such as the moving time, the moving speed and the randomness adjustment parameters, are all adjustable, and the different parameters can be suitable for the location applications of wireless sensor networks with different sizes and precision requirements.

The unknown node passively receives the virtual beacon information in the process of location, and does not need the direct communication between the unknown node and the mobile beacon, thus greatly saving the communication cost and network cost.

The algorithm is scalable and the beacons can adopt different mobile models. If the number of mobile beacons is increased, the locating effect can be further improved, but the cost will be increased at the same time. Therefore, the suitable number of mobile beacons should be taken into consideration.

The algorithm is relatively simple and feasible, and the computational complexity is relatively low. The algorithm has high locating accuracy, robustness and fault tolerance. Occasionally, a single node failure does not affect the whole locating process.

It can enhance the clustering performance of the optimal nodes of the wireless sensor network, and has better performance of dynamic node selection in wireless sensor network, and the convergence speed is faster and the operation time is less.

5 Conclusions

In this paper, the optimal selection of mobile beacon path for sensor networks under non-dense distribution is designed to locate the mobile beacon nodes in the sensor network and to calculate the optimal location of the best energy node of the wireless sensor network, so as to obtain the optimal beacon path. This method can effectively solve the complexity and inefficiency of computation of traditional algorithms, and can save communication costs and network costs, and has a good application value.
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