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1 Introduction

The transcriptome is the set of all transcripts in a studied organism or in a specific cell, at a given developmental stage or biological condition. Determining the transcriptome is an essential task in molecular biology because it reveals functional elements of the genome. The aim of transcriptomics is either to construct the transcriptome using de novo assembly, or to quantify the expression of transcripts using a reference assembled transcriptome. RNA-seq (Marioni et al., 2008; Mortazavi et al., 2008) is an emerging next generation sequencing technology, surpassing the previously adopted microarray experiments (Wang et al., 2009).

The RNA-seq procedure results in a dataset of short reads, consisting of nucleotide sequences. These reads are aligned to the reference genome or transcriptome using bioinformatics tools such as Bowtie (Langmead et al., 2009) or TopHat (Trapnell et al., 2009). The task of inferring transcript abundances given the aligned short reads would be straightforward if these alignments were unique. However, during the process of transcription, most genes can be alternatively spliced into various transcripts which share specific parts of their sequence (exons). Different alleles of the same gene also share most of their sequence. Consequently, many reads map to several transcripts of interest and the estimation of transcript abundance has to be treated probabilistically, since the origin of each read is unknown.

In statistical terms, the problem of inferring relative transcript expression reduces to estimating the weights of a mixture model, assuming that the transcriptome is known. Li et al. (2010) applied a maximum likelihood approach, using the expectation-maximization (EM) algorithm (Dempster et al., 1977). The Bayesian approach was followed by Katz et al. (2010), Turro et al. (2011) and Glaus et al. (2012), via Markov chain Monte Carlo (MCMC) sampling. However, the high dimensionality of RNA-seq datasets imposes certain new
inferential difficulties, making convergence of MCMC methods a time consuming task. On the other hand, approximate inference using variational Bayesian methods (Jordan et al., 1999) offers an attractive alternative which has also been applied to transcript abundance inference (Hensman et al., 2012, 2013; Nariai et al., 2013). The posterior distribution is approximated by another one which is available in analytical form. At the same time, a lower bound of the marginal likelihood is provided which may be useful for model selection.

Data augmentation (Tanner and Wong, 1987) is common practice in mixture models, considered both by maximum likelihood and Bayesian approaches. Standard implementation of VB methodology (Jordan et al., 1999; Beal and Ghahramani, 2003) approximates the joint posterior distribution of mixture weights and missing data, rather than the actual posterior, using an EM-like procedure (VBEM). The approximation is based on a factorization assumption of the latent variables and model parameters. Recent advances, based on the same factorization assumption, indicate a significant inference speed-up. Nariai et al. (2013) apply VBEM to RNA-seq data showing a speed-up over standard EM. Hensman et al. (2012) have developed a new algorithm based on Riemannian gradient descent. Their method is an order of magnitude faster than traditional VB implementation, which is itself often faster than MCMC. This algorithm provides a significant speed-up in comparison to VBEM for transcript quantification (Hensman et al., 2012, 2013).

In this paper we are concerned with the quality of VB inference. In particular, we show that it is better to approximate the actual posterior distribution, rather than the joint posterior of model parameters and latent variables. The proposed methodology builds upon the BitSeq model (Glaus et al., 2012) and exploits the solution of standard VB. An optimization is performed over a class of distributions that share the same mean as the VB solution, but the variance is different. Two different parameterizations are considered: the first one forces the approximating distribution to remain inside the Dirichlet family, while the second relaxes this assumption by using the generalized Dirichlet (Wong, 1998) family. It is proved that the new method can provide a tighter lower bound of the log-marginal likelihood. Moreover, a set of simulation studies highlights that the new approach leads to a better posterior variance estimate.

The rest of the paper is organized as follows. Section 2 introduces some notation and describes the mixture model. The standard VB implementation is briefly reviewed in Section 2.1. In Section 2.2 a better bound is constructed and the optimization problem is stated in its general form. Two parameterizations for the optimization problem are given in Section 2.3, resulting in the Dirichlet and generalized Dirichlet distributions, respectively. The methodology is illustrated in a simulation study and applied to real RNA-seq datasets in Sections 3.1 and 3.2. Finally, an application under a differential expression setup is given at Section 3.3. The paper concludes in Section 4 with a discussion.

2 Methods

Let \( x = (x_1, \ldots, x_n) \) denote \( n \) independent observations identically distributed according to a finite mixture of \( K > 1 \) known distributions, \( f_1, \ldots, f_K \), that is,

\[
x_i = \sum_{k=1}^{K} \theta_k f_k(x_i), \quad i = 1, \ldots, n.
\]

Let \( \theta = (\theta_1, \ldots, \theta_{K-1}) \in \Theta_K := \{ \theta_k > 0, k = 1, \ldots, K-1; \sum_{k=1}^{K-1} \theta_k < 1 \} \) denote the unknown weights with \( \theta_E := 1-\sum_{k=1}^{K-1} \theta_k \).

Let \( z_i := (z_{i1}, \ldots, z_{ik}) \) be the latent vector which assigns the \( i \)-th observation to one of the components, that is, \( x_i | z_{ik} = 1 \sim f_k(x_i) \), with \( z_i | \theta \sim \mathcal{M}(1; \theta_1, \ldots, \theta_K) \), independently for \( i = 1, \ldots, n \), where \( \mathcal{M} \) denotes the multinomial distribution. The latent variable structure of (1) is exploited both by the EM algorithm (Dempster et al., 1977) as well as the Gibbs sampler (Gelfand and Smith, 1990). The reader is referred to McLachlan and Peel (2000) and Marin et al. (2005) for an overview of frequentist and Bayesian approaches to finite mixture modelling.

In terms of transcript estimation, \( x_i \) denotes a short read, while \( f_k(x_i) \) corresponds to the probability of read \( i \) aligning at some position of transcript \( k \). Since we assume a known transcriptome, \( \{ f_k \}_{k=1}^{K} \) are known as well. These alignment probabilities are precomputed using the methodology described in Glaus et al.
Each read can potentially map to any of the \( K \) transcripts. Let now \( \theta_k \) denote the (unknown) relative expression of transcript \( k = 1, \ldots, K \). Then, model (1) describes the overall probability of read \( i = 1, \ldots, n \) being aligned to any of the \( K \) transcripts.

Under a Bayesian setup, let \( p(\theta) \) be the prior distribution, which in our context is a Dirichlet distribution, that is, \( \theta \sim \text{D}(\alpha_1, \ldots, \alpha_K) \), where \( \alpha_k > 0, k = 1, \ldots, K \), denote a set of known hyperparameters. The marginal likelihood, defined as

\[
m(x) := \int \int q(\theta, z) p(x | \theta) p(\theta) d\theta d\theta = \int \sum p(x | z) p(z | \theta) p(\theta) d\theta,
\]

is an important quantity to estimate because it allows for model selection. MCMC estimation of \( m(x) \) is possible but not straightforward in general settings (see for example Chib, 1995; Frühwirth-Schnatter, 2006, p. 139).

### 2.1 Standard variational approximation

VB methods can be constructed by considering a lower-bound (L) of \( \log m(x) \), by performing a free-form minimization of the Kullback-Leibler (KL) divergence \( KL(q||p) \) between an approximating distribution \( q \) and the true posterior distribution \( p \). We write

\[
\log m(x) = L + KL(q||p).
\]

From this expression, it is clear that minimization of the KL divergence is equivalent to maximization of the lower bound, since the KL is non-negative. According to the standard VB methodology (Jordan et al., 1999; Beal and Ghahramani, 2003; Hensman et al., 2012; Nariai et al., 2013), the joint augmented posterior \( p(\theta, z | x) \) is approximated by another distribution \( q(\theta, z) \). However, if no further assumptions are made, this maximization results to \( q(\theta, z) = p(\theta, z | x) \), that is, the true posterior. Obviously, that will not simplify the situation at all, since in this case the knowledge of the normalizing constant (i.e., the marginal likelihood) is required.

To make the problem tractable the optimization is done within a restricted family of distributions

\[
\mathcal{Q} = \{ g(\theta, z) = g(\theta) g(z) : g(z) = \prod_{k=1}^{K} \phi_{ik}^{z_k} \},
\]

where \( \phi := (\phi_{ik}, i = 1, \ldots, n, k = 1, \ldots, K) \) are the variational parameters. The independence assumption between \( z \) and \( \theta \) in (4) is common when applying VB methodology to mixture models (Corduneanu and Bishop, 2001; Beal and Ghahramani, 2003; McGrory and Titterington, 2007; Hensman et al., 2012; Nariai et al., 2013). Furthermore, notice that only the distribution of \( z \) is parameterized, whereas the approximate distribution of \( \theta \) will be explicitly derived as a by-product of the analytical evaluation of the bound.

Hensman et al. (2012, 2013) derived a bound to the logarithm of (2) with respect to the distributions considered in (4) in the following manner. By Jensen’s inequality

\[
\log p(x | \theta) = \log \sum_{z \in \mathcal{Z}} p(x, z | \theta) = \log \sum_{z \in \mathcal{Z}} \frac{p(x, z | \theta) q(z)}{q(z)} = \log E_{q(z)} \left( \frac{p(x, z | \theta)}{q(z)} \right) \geq E_{q(z)} \left( \log \frac{p(x, z | \theta)}{q(z)} \right) = \sum_{i=1}^{n} \sum_{k=1}^{K} \phi_{ik} \left\{ \log f_i(x_i) + \log \theta_k - \log \phi_{ik} \right\},
\]

for all \( q(z) \in \mathcal{Q}, \theta \in \Theta_K \). Now substitute the last inequality to (2) to obtain that

\[
m(x) \geq \int \exp \left\{ \sum_{i=1}^{n} \sum_{k=1}^{K} \phi_{ik} \left\{ \log f_i(x_i) + \log \theta_k - \log \phi_{ik} \right\} \right\} p(\theta) d\theta.
\]
The analytical evaluation of the integral (5) leads to
\[
\log m(\mathbf{x}) \geq \gamma_k(\phi) := c + \sum_{k=1}^{K} \log \Gamma \left( \alpha_k + \sum_{l=1}^{K} \phi_{k,l} \right) + \sum_{l=1}^{K} \phi_{k,l} \left( \log f_k(x_l) - \log \phi_{k,l} \right)
\]
with \( c \) and \( \Gamma(\cdot) \) denoting a known constant (not depending on \( \phi \)) and the gamma function, respectively. Moreover, the analytical integration of (5) implies that the approximate distribution for \( \theta \) is
\[
q(\theta) = \gamma(\theta; k=1, \ldots, K),
\]
where \( \gamma_k := \alpha_k + \sum_{l=1}^{K} \phi_{k,l} \). Finally, \( \gamma(\phi) \) is maximized with respect to \( \phi \) usually using EM-type updates (VBEM). The proposed algorithm of Hensman et al. (2012, 2013) maximizes (6) using the natural gradient.

Let \( \tilde{p}(\theta_k | \mathbf{x}) \) denotes an estimate of the marginal posterior density of transcript \( k=1,\ldots,K \), arising from long MCMC runs which will be considered as the ground truth. Figure 1 displays a comparison of \( \tilde{p}(\theta_k | \mathbf{x}) \) and the VB approximation in (7) (red lines), based on the simulation studies in Section 3. It is obvious that this approach exhibits good performance in terms of posterior means (black and red dashed vertical lines), but it leads to variance underestimation. The distribution in (7) is optimal in terms of minimizing the KL divergence between the joint posterior \( p(\theta, \mathbf{z} | \mathbf{x}) \) and the distributions considered in (4). However, this does not mean that it is the “best” Dirichlet approximation of the posterior \( p(\theta | \mathbf{x}) \), as the green curves suggest. A way to find a better approximation is described at the next section.

2.2 Approximating the non-augmented posterior

Independence among the latent variables (\( \mathbf{z} \)) and the weights (\( \theta \)) of the mixture model is a convenient assumption from the variational inference point of view but, on the other hand, it is an oversimplifying one.
Here, we are aiming to relax this assumption by integrating out the latent variables from the variational approximation. First, we show that the standard variational bound \( \mathcal{L} \) is worse compared to a new bound \( \mathcal{L}' \) arising by marginalization of the same approximating distribution over the latent space. This is proven in the following Proposition.

**Proposition 2.1** Let \( q(\theta) \) defined as in (7) and
\[
\mathcal{L}_1 := \int_{\theta|x} \left\{ \log p(x|\theta) + \log p(\theta) - \log q(\theta) \right\} q(\theta) d\theta.
\]

Then,
\[
\log m(x) \geq \mathcal{L}_1 \geq \mathcal{L}_2,
\]
and the equality holds if and only if \( q(\theta,z) = p(\theta,z|x), \forall \theta,z \).

**Proof.** It is straightforward to show that (8) is a lower bound of \( \log m(x) \). Indeed, by Equation (3), the lower bound between \( q \) and \( p \) is expressed as
\[
\Theta = - \int \log(\theta) q(\theta) d\theta = - \int \log(\theta) p(\theta|x) d\theta.
\]
Next, we prove the second inequality in expression (9). By the log-sum inequality,
\[
\sum_{\theta,z} \log q(\theta,z) p(\theta,z|x) \leq \sum_{\theta,z} \log \left( \frac{q(\theta,z)}{p(\theta,z|x)} \right) \sum_{\theta,z} \log q(\theta,z),
\]
\forall \theta \in \Theta. Integrating both sides of the last inequality we obtain that
\[
\int q(\theta) \log \frac{q(\theta)}{p(\theta|x)} d\theta \leq \int \log q(\theta,z) p(\theta,z|x) d\theta \Rightarrow
\]
\[
\text{KL}(q(\theta)||p(\theta|x)) \leq \text{KL}(q(\theta,z)||p(\theta,z|x)).
\]
Now, substitute (11) into (10) and conclude that \( \mathcal{L}_2 \geq \mathcal{L}_1 \). Recall that the log-sum inequality holds as equality if and only if \( q(\theta,z) = p(\theta,z|x), \forall \theta,z \) and this completes the proof. \( \square \)

It should be clear that \( \mathcal{L}_2 \) in Proposition 2.1 is just a better estimate of the lower bound, based on the same approximation of \( \theta|x \). The difference with the initial bound (6) is that we marginalize over \( z \) and not take into account the factorization assumption (4). Nevertheless, the main challenge is to improve this lower bound by finding a better approximating distribution inside a defined class of distributions, instead of just providing a tighter lower bound. This is discussed in the sequel. Let \( \mathcal{F} \) denotes any subset/family of distributions with \( \theta \in \mathcal{F} \). Expression (11) implies that
\[
\min_{\theta \in \mathcal{F}} \text{KL}(f(\theta)||p(\theta|x)) \leq \text{KL}(q(\theta,z)||p(\theta,z|x)).
\]
Hence, a better bound of the marginal likelihood can be constructed in the following way: At first, a set \( \mathcal{F} \) which contains \( q(\theta) \) should be specified. Then, an optimization will find the best approximating distribution.

Let \( \Delta \) denotes the parameter space of \( \mathcal{F} \) and assume that \( \delta \in \Delta \). Considering now that the approximation \( f \) is varying in the set \( \mathcal{F} \), the bound in Equation (8) is extended to
\[
\mathcal{L}_2(\delta) = \int_{\theta,z} \left\{ \log p(x|\theta) + \log p(\theta) - \log f(\theta;\delta) \right\} f(\theta;\delta) d\theta,
\]
which is a bound to log \( m(x) \), for all \( \delta \in \Delta \). We stress that (13) cannot be computed directly even for fixed \( \delta \). However, (13) can be approximated via stochastic approximation, since it is expressed as the mean value of the random variable \( g(\theta) = \log p(x|\theta) + \log p(\theta) - \log f(\theta; \delta) \). So, our objective function is written as:

\[
\max_{\delta \in \Delta} \mathcal{L}_2(\delta) = \max_{\delta \in \Delta} \mathbb{E}_q(g(\theta)) \quad \theta \sim f(\cdot; \delta). 
\]

(14)

### 2.3 Constructing \( \mathcal{S} \)

Having in mind that the best variational approximation targeting the joint posterior is the Dirichlet distribution in (7), an obvious choice for \( \mathcal{S} \) would be (a subset of) the Dirichlet family of distributions. However, it will prove useful to take into account an even broader family as well, that is, the generalized Dirichlet family of distributions (Wong, 1998, 2010). The VB solution (7) can be expressed as a generalized Dirichlet distribution:

\[
q(\theta) = \mathcal{S}(\gamma_1, \ldots, \gamma_K) \equiv \mathcal{S}(\gamma_1, \ldots, \gamma_{K-1}; \gamma^*_1, \ldots, \gamma^*_{K-1}),
\]

(15)

where \( \gamma^*_j = \sum_{\ell=1}^K \gamma^*_\ell, \ell = 1, \ldots, K-1 \).

Next we define two different parameterizations of \( \mathcal{S} \) in Equation (14), denoted by \( \mathcal{S}_F \) and \( \mathcal{S}_{GDF} \) with \( \mathcal{S}_F \subset \mathcal{S}_{GDF} \). This is done by considering transformations of the parameters \( (\gamma, \gamma^*) \rightarrow (\tilde{\gamma}, \tilde{\gamma}^*) \). To simplify the optimization we keep the same mean as the original VB distribution (7). This is reasonable due to the fact that, according to our simulation study (as well as many others not reported here), this distribution is quite accurate in estimating the posterior means.

The first transformation is based on only one variable \( \delta \in \mathbb{R} \), that is,

\[
(\tilde{\gamma}, \tilde{\gamma}^*) = (\gamma_k^*, \gamma_k^*), \quad k = 1, \ldots, K-1.
\]

Note here that this transformation implies that

\[
\gamma^*_k + \gamma^*_k = e^{\gamma_k^*} + e^{\gamma_k^*} = e^{\gamma_k} + e^{\gamma_k} = e^{\gamma_k^*}
\]

hence, for all \( \delta \) the resulting distribution is still a member of the subset of the Dirichlet family:

\[
\mathcal{S}_F := \{ \mathcal{S}(e^{\gamma_1}, \ldots, e^{\gamma_K}): \delta \in \mathbb{R} \}.
\]

(16)

The second transformation relaxes the restriction of remaining inside the Dirichlet family. Now \( \delta = (\delta_1, \ldots, \delta_K) \),

\[
(\tilde{\gamma}, \tilde{\gamma}^*) = (e^{\delta_k \gamma_k}, e^{\delta_k \gamma_k^*}), \quad k = 1, \ldots, K-1
\]

(17)

resulting to the following subset of the generalized Dirichlet family:

\[
\mathcal{S}_{GDF} := \{ \mathcal{S}(e^{\delta_1 \gamma_1}, \ldots, e^{\delta_K \gamma_K}; e^{\delta_1 \gamma_1^*}, \ldots, e^{\delta_K \gamma_K^*}): \delta \in \mathbb{R}, k = 1, \ldots, K \}.
\]

(18)

Note that the number of parameters in (16) and (18) equals one and \( K-1 \), respectively. Moreover, for all \( f \in \mathcal{S}_{GDF} \) it holds that,

\[
\mathbb{E}_\theta f = \frac{\tilde{\gamma}_k}{\tilde{\gamma}_k + \tilde{\gamma}_k^*} \prod_{j=1}^{K-1} \frac{\tilde{\gamma}_j}{\tilde{\gamma}_j + \tilde{\gamma}_j^*} = \frac{e^{\delta_k \gamma_k}}{e^{\delta_k \gamma_k} + e^{\delta_k \gamma_k^*}} \prod_{j=1}^{K-1} \frac{e^{\delta_j \gamma_j}}{e^{\delta_j \gamma_j} + e^{\delta_j \gamma_j^*}} = \frac{\gamma_k}{\gamma_k + \gamma_k^*} \frac{1}{\sum_{j=1}^{K-1} \gamma_j},
\]
∀k=1, ..., K, while the same remains true for \( f \in R \), as well, since \( R \subset R \). Consequently, both families (16) and (18) contain distributions having the same means as the distribution \( q(\theta) \) in (7). Finally, notice that when \( K=2 \) both parameterizations are the same, as in such a case a generalized Dirichlet distribution degenerates to a Dirichlet. In order to maximize (14) under parameterizations (16) or (18) the following stochastic approximation algorithm was implemented.

### 2.4 Stochastic approximation algorithm

Notice that the objective function in Equation (14) can be estimated for any given value of \( \delta \). Suppose that \( \theta_m, m=1, ..., M \) is a random sample from \( f(\cdot, \delta) \). Then,

\[
\hat{L}_m(\theta, \delta) := \frac{1}{M} \sum_{m=1}^{M} \left( \log p(x|\theta_m) + \log p(\theta_m) - \log f(\theta_m; \delta) \right),
\]

is an unbiased estimator of \( L(\delta) \). The problem of optimizing a function which is only observed under the presence of noise can be handled using Stochastic Approximation algorithms (Spall, 1992, 2000). Let \( d = \text{card}(\delta) \) denote the number of parameters, that is either equal to 1 or \( K-1 \).

1. Set \( t=0 \) and give some initial values \( \delta^{(0)} \).
2. For \( t=1, 2, ... \)
   a. Compute a gradient approximation \( \hat{\lambda} = \hat{\lambda}(\theta, \delta^{(t-1)}) \) of \( \nabla L \):
      i. Simulate \( b = (b_1, ..., b_d), b \sim \mathcal{U}(-1,1) \), independently for \( j=1, ..., d \).
      ii. Simulate \( \theta_m - f(\cdot; \delta^{(t-1)}), m=1, ..., M \) and compute
          \[
          L^* := \hat{L}_m(\theta, \delta^{(t-1)} + c_{t-1} b).
          \]
      iii. Simulate \( \theta_m - f(\cdot; \delta^{(t-1)}), m=1, ..., M \) and compute
          \[
          L^* := \hat{L}_m(\theta, \delta^{(t-1)} - c_{t-1} b).
          \]
      iv. Set
          \[
          \hat{\lambda}(\theta, \delta^{(t-1)}) = \frac{L^* - L^*}{2c_{t-1}}.
          \]
   b. Update the parameters: \( \delta^{(t)} = \delta^{(t-1)} + a_{t-1} \hat{\lambda} \).

The “gain” sequences \( \{a_t\}, \{c_t\}, t=1, 2, ... \), satisfy the conditions described in Spall (1992, 2000), which guarantee strong convergence of \( \delta^{(t)} \) to the optimal value, as \( t \to \infty \). Following Spall (2000) we set:

\[
a_t = \frac{a}{(t+1)^a}, \quad \text{and} \quad c_t = \frac{c}{t^c}, \quad t=1, 2, ... \]

for some \( a, A, c, \gamma > 0 \). Steps 2.(a).i – 2.(a).iv implement the “simultaneous perturbation” method of Spall (1992, 2000), in order to compute a Monte Carlo based approximation of the gradient \( \nabla L \). This technique allows for simultaneous changes at all elements of the parameter vector \( \delta \), and considerably reduces the number of objective function evaluations per iteration, compared to a standard finite difference approach (2 vs 2d).

\( \mathcal{U} \) refers to the discrete uniform distribution on the set \([-1,1]\) (or, in other words, a zero-mean Bernoulli \( \pm 1 \) random variable). Under a slight abuse of notation, the fraction at step 2.(a).iv stands for the division of the nominator by each element of the vector in the denominator.

According to Hutchison and Spall (2004), the establishment of simple stopping criteria is not an easy task for the finite sample practice of stochastic approximation algorithms. For our application, a good performance was obtained using the following heuristic. The moving average of the parameter values is computed every \( s \) iterations, that is:
\[ \beta(t) = \frac{1}{s} \sum_{t-s+1}^{t} \delta^{(t)} \text{, where } \tau=s, 2s, 3s, 4s, \ldots \]

Then, given a pre-specified positive integer \( v \), denote by

\[ \hat{L}^{(t)} := \hat{L}_{q}(\theta, \hat{\delta}^{(t)}) \text{, for } \tau=vs, (v+1)s, (v+2)s \ldots \]

the estimate of the objective function (19) evaluated at \( \hat{\delta}^{(t)} \). Let now

\[ V^{(t)} := \{ \hat{L}^{(t+js)} \}, j=1, \ldots, v \text{, for } \tau=vs, (v+1)s, (v+2)s \ldots \]

denote the set of the last \( v \) evaluations. Finally, let

\[ R^{(v)} := \{ \text{sign}(V_{j=1}^{(v)} - V_{j}^{(v)}) \}, j=2, \ldots, v \].

If at iteration \( \tau \in \{ vs, (v+1)s, (v+2)s \ldots \} \), the number of runs at sign vector \( R^{(v)} \) equals to \( v-1 \), the algorithm is terminated.

### 2.5 Practical implementation

Before proceeding to the applications, we describe the parameter settings we used in order to obtain a satisfactory performance of the stochastic approximation algorithm. The learning rates in Equations (20) play a key role in the practical implementation of the algorithm. However, we should underline the fact that there are no general rules to adjust their parameters. According to Spall (2000), the user should manually adjust them in order to obtain the best performance of the algorithm. A good performance was obtained by choosing the following values:

\[ A = 0.430, \quad \kappa = 1.661, \quad a = 0.602, \quad c = 1, \quad \gamma = 0.101, \]

where \( \kappa \in (K/2, K) \).

At each iteration \( t \) we simulate \( 2M K \)-dimensional weights from \( f(\cdot; \delta^{(0,t)}) \), which is either a Dirichlet or a generalized Dirichlet distribution. Next, for each \( m=1, \ldots, 2M \), the observed log-likelihood is computed, which is the most computationally intensive part of our method. Clearly, as \( M \) increases, the noise of the objective function reduces. As noise is lower the convergence is faster. Nevertheless, the computing time per iteration is increased. Consequently, \( M \) should be specifically defined as a trade-off between the computing time until convergence and computing time per iteration. A typical range for the number of simulated \( \theta \) values for our examples is \( M \in \{ 4, 8, 12 \} \). Finally, the parameters that control the convergence rule are chosen as: \( s=50 \) and \( v=6 \).

As will be demonstrated, the number of mixture components \( K \) in real RNA-seq datasets can be very large, a typical range is between \( (10^3, 10^5) \). In such cases, the parameterization (17) suffers from the drawback that it induces an optimization in a very high dimensional space, making the stochastic approximation algorithm quite slow. For this reason, when the number of components grows large, a simplification is made. In particular, a reduced number of \( \delta \) parameters, say \( K^{*} \), with \( K^{*} < K \), was used. The allocation of the parameters to the generalized Dirichlet distribution is made in the following way:

\[ (\tilde{\gamma}_{k}, \tilde{\gamma}_{k}^{*}) = (e^{h_{k}(t)}y_{k}, e^{h_{k}(t)}y_{k}^{*}), \quad k=1, \ldots, K-1 \]

where \( h:1, \ldots, K-1 \rightarrow \{ 1, \ldots, K^{*} \} \). The mapping \( h \) which assigns parameter \( \delta_{k_{1}} \) to the slots \( k \) and \( 2k \), \( k=1, \ldots, K-1 \), of the generalized Dirichlet parameters is done by a \( K \)-means clustering of the standard VB means. This heuristic reduces the number of parameters and speeds up the convergence of the stochastic approximation algorithm under a small loss in the final marginal likelihood bound. In the following simulated and real data,
whenever the number of components is $K \leq 100$ we set $K=K$ (that is, no reduction), while in any other case we used $K=200$ variational parameters.

3 Applications

We illustrate our new algorithm on simulated datasets mimicking the problem of aligning short nucleotide sequences to a reference sequence. Next, the method is applied to six real RNA-seq datasets. Finally, a simulation study under a differential expression setup is provided.

3.1 Simulated data

Let $e_i$ denote an exon sequence, having length equal to $\ell_i$, $j=1,...,J$. Assume that all exon sequences are different from each other. Consider $K$ discrete sets $\{I_k\}_{k=1,...,K}$, arising by joining distinct combinations of $e_i$, one after the other, to create transcripts. Let $x_i=\sum_{k=1}^K \theta_{ik}$, $i=1,...,n$ be $n$ randomly sampled short sequences of $r$ consecutive letters from a mixture of uniform distributions defined in $I_k$, $k=1,...,K$. A randomly drawn sequence $(x)$ of letters, will potentially map to many sets, that is, there will be more than one $k$ such that $x_i \in I_k$. Hence, the problem is to estimate the abundance of the generative sets $I_k$, given the sample.

In total, five datasets (denoted by “A,” “B,” “C,” “D” and “E”) were generated, using the parameter setting shown at Table 1. For dataset A and B the sets $I_k k=1,2,3$ was set as: $I_1=\{e_1,e_2,e_3\}, I_2=\{e_4,e_5,e_6\}, I_3=\{e_7,e_8\}$ and $I_1=\{e_1\}, I_2=\{e_2,e_3\}, I_3=\{e_4\}$, respectively. The lengths $e_j j=1,...,4$ were set as (500,5,5,500) and (1000,500,5,1000). For dataset C, $J=20$ sequences was combined to produce a mixture of $K=9$ splices, while for datasets D and E the number of components is equal to 100 and 2000, respectively. The read length was kept constant to $r=50$, except for datasets D and E where a smaller value was chosen in order to account for an increased uncertainty. The range of the true values of the weights was $(10^{-8}, 2 \times 10^{-4})$.

After imposing a $\sim (\alpha_1,...,\alpha_k)$ prior on $\theta$, with $\alpha_k=1$ for all $k=1,...,K$, we applied the three VB algorithms. The estimates of the lower bound of log $m(x)$ are shown in Table 1. In order to compare these values with the “true” value of the log-marginal likelihood, the method of Chib (1995) was implemented. This method works reasonably well in the low dimensional setting, but it is not efficient to real RNA-seq data where the number of transcripts is much higher. Note here that in this method the computation of $\log \sum_{x} f(\theta | x, z^{(M)})$ at a specific high-density point $\theta'$ is involved (where $M$ denotes the number of MCMC iterations). This particular evaluation is very likely to produce numerical errors, hence it is not recommended for large scale datasets (actually, the last row of Table 1 should be interpreted as an upper bound of the log-marginal likelihood, due to numerical underflows in computation of the log of the sum). The deterministic lower bound $\mathcal{L}$, arising from the standard VB approximation by optimising (6) is always quite far from the log-marginal likelihood. Next, in row $\mathcal{L}_{DF}(VB)$ notice how the same approximating distribution can be used in order to provide a tighter lower bound. Finally, the proposed optimization technique in $\mathcal{L}_{DF}$ and $\mathcal{L}_{GD}$ leads to the improved approximations $\mathcal{L}_{DF}(D)$ and $\mathcal{L}_{DF}(GD)$, respectively.

Figure 1 displays the estimated posterior marginal densities for datasets A, B and C. Long MCMC runs were used to compare the approximation to the ground truth. The MCMC sampler ran for 200,000 iterations, after discarding the first 20,000 as burn-in period. Every 20th iteration was stored in order to compute the density estimate (black line). As previously described, the approximation of the standard VB method is poor in estimating the variance, however in all cases the estimate of the posterior mean is quite accurate. On the other hand, the estimates are getting better according to the Dirichlet (D) or generalized Dirichlet (GD) VB modification. In particular, for dataset A we conclude that both D and GD modifications give almost the same approximation. Moreover, notice that the corresponding bounds at Table 1 are actually the same. This is not true for the other datasets, where we conclude that the (D) modification is better than standard VB, however
the problem of variance underestimation is still apparent (notice $k=2,3$ of dataset B and $k=1$ of dataset C at Figure 1). On the other hand, the GD distribution is quite close to the one estimated by MCMC.

These points are strengthened even more in the challenging cases of datasets D and E. In order to compare MCMC and VB we now turn to the coefficient of variation (CV), due to the wide range of the posterior means. The first row of Figure 2 displays the density of CV ratios for the three VB methods over the MCMC estimate. Regarding the standard VB, the ratio is strongly biased towards small values (green curve) indicating CV underestimation. This is corrected when using the Dirichlet modification (red curve), although the variance of the ratio is still high. Finally, the black curve supports the superiority of the proposed GD solution.
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The estimated standard error (for 100 different runs) for each of the stochastic methods is shown in parenthesis.

### Table 1

<table>
<thead>
<tr>
<th>Dataset</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>3</td>
<td>3</td>
<td>9</td>
<td>100</td>
<td>2000</td>
</tr>
<tr>
<td>$n$</td>
<td>2000</td>
<td>2000</td>
<td>5000</td>
<td>20,000</td>
<td>100,000</td>
</tr>
<tr>
<td>$J$</td>
<td>4</td>
<td>4</td>
<td>20</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>$r$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>$L_1$</td>
<td>–17645.91</td>
<td>–17738.62</td>
<td>–47630.07</td>
<td>–273694.75</td>
<td>–2293796</td>
</tr>
<tr>
<td>$L_{\text{VB}}$</td>
<td>–13827.65 (0.020)</td>
<td>–15340.59 (0.015)</td>
<td>–33338.85 (0.050)</td>
<td>–217439.0 (0.116)</td>
<td>–1099616 (0.763)</td>
</tr>
<tr>
<td>$L_{\text{D}}$</td>
<td>–13825.57 (0.002)</td>
<td>–15340.59 (0.015)</td>
<td>–33332.57 (0.016)</td>
<td>–217357.9 (0.198)</td>
<td>–1097032 (0.444)</td>
</tr>
<tr>
<td>$L_{\text{GD}}$</td>
<td>–13825.57 (0.001)</td>
<td>–15339.38 (0.001)</td>
<td>–33331.83 (0.001)</td>
<td>–217350.9 (0.174)</td>
<td>–1096977 (0.361)</td>
</tr>
<tr>
<td>$\ln(\hat{\log}(x))$</td>
<td>–13825.57 (0.011)</td>
<td>–15339.38 (0.010)</td>
<td>–33331.77 (0.137)</td>
<td>–217015.9 (5.280)</td>
<td>–1070386 (80.183)</td>
</tr>
</tbody>
</table>
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**Figure 2** Kernel density estimate for the coefficient of variation (CV) ratios: $r := CV_{j|x}/CV_{x}$ of the marginal posterior distribution of $\theta_{j|x}$, $k=1, \ldots, K$. Simulated datasets D and E (first row) and real RNA-seq datasets (second and third row). The numbers at the legends correspond to $E(1-r)^j$ and $E(1-r)$, with $j$ denoting: standard VB (VB), Dirichlet (D) and generalized Dirichlet (GD).
3.2 RNA-seq datasets

The six datasets shown in Table 2 were downloaded from NCBI and mapped to the reference genome (shown at the second column) using Bowtie. Both the number of mixture components (transcripts) and observations (reads) cover a wide range. The method described in Glaus et al. (2012) was implemented in order to compute the likelihood of the \( n \) reads to the \( K \) transcripts, as well as to obtain an MCMC sample from the posterior distribution. Finally, the VB methods were applied. The last three columns of Table 2 display the lower bounds of the log-marginal likelihood, where a tighter bound is always estimated as we are moving from left to right.

For the first two small datasets, the marginal posterior densities of the two more highly expressed transcripts are shown in Figure 3. Furthermore, according to the scatterplots on the right, it seems that all VB solutions are able to find the correct correlation between transcripts. However, the covariance is strongly underestimated by standard VB, while the generalized Dirichlet estimate is more accurate. For the last four
samples, the ratio of the coefficient of variation of VB methods versus MCMC is displayed in Figure 2. Once again, the underestimation of the (rescaled) standard deviations by the standard VB method and the correction according to generalized Dirichlet distribution is evident.

3.3 Application to differential expression

A by-product of our implementation is to call for differentially expressed transcripts between different samples, based on the approximate distribution arising from VB methods. For this purpose, we simulated a dataset containing $K=7538$ transcript and $n=484,779$ reads. There were two conditions with two replicates and transcript expression was estimated for each case using MCMC, standard VB and the generalized Dirichlet method. In order to compare the VB results with MCMC, the probability of positive log-ratio (PPLR) was used (Liu et al., 2006). Compared to the black curve which is considered as the ground truth, the generalized Dirichlet distribution leads to better performance than standard VB, as shown at Figure 4.

4 Discussion

Variational Bayesian methods for approximating the posterior distribution of the weights of a mixture were presented. Standard VB practice leads to decent performance in terms of posterior means estimation, however the variance is underestimated. A new variational scheme was proposed, by integrating the latent variables out of the VB approximation, while exploiting the means of the standard VB solution. This approach relaxes the assumption of independence (4) between the missing data and the weights of the mixture model, which is taken into account in standard VB. We proved that this leads to a tighter bound of the marginal likelihood. The proposed solution belongs to the richer family of Generalized Dirichlet distributions. Finally, the problem of variance underestimation is corrected. The method was applied to transcript expression estimation with encouraging results.

Regarding the computing time of the proposed methodology, the main computational burden is the evaluation of the noisy bound in (19). In order to provide some insight into this aspect, 50 datasets consisting of $K=10,000$ mixture components were simulated with varying sample size and average number of mapping components per read. The computing time (all coding is done in C++) needed for the convergence of standard VB and generalized Dirichlet VB are displayed in Figure 5. Note here that there is nothing in common
regarding the stopping criterion of each algorithm, so Figure 5 should not be interpreted as a “fair” comparison between these methods. However, it is clear that the improved performance of the new method induces a higher computational cost.

We should stress the fact that in model (1), all component specific densities $f_k(x)$, $k=1,\ldots,K$ are known. This is not a general characteristic of mixture posterior distributions, where in such a case all $K!$ permutations of the parameter vector result to the same likelihood. In case of non-identifiable mixture components, an extra effort should be provided, in order to take into account the underlying symmetry of the posterior distribution (Neal, 1999; Frühwirth-Schnatter, 2004). This does not apply in our setup, that is, no “label switching” (see, e.g., Jasra et al., 2005) takes place. In other words, the posterior distribution has exactly one (main) mode. So, the approximation of a unimodal posterior distribution by a unimodal family of distributions (such as the Dirichlet or generalized Dirichlet) is justified, at least from a main-mode hunting point of view. Of course, there is always the possibility of minor modes in the posterior distribution. In this case it is clear that the VB approximations will not result to good performance. However, in all of our simulations with real and synthetic data, no evidence of minor modes was found.

Our current study focused on the correction of the posterior distribution approximation, underlining the improvement of the posterior variance estimate. We didn’t evaluate the impact of our findings on model selection issues, such as comparing different transcriptome definitions on the same data. However, preliminary results (not reported here) indicate that the standard and new way of computing the marginal likelihood bound do not always give the same answer. Our future research will investigate this issue.
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