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1 Introduction

The Algebraic Yuzvinski Formula is a formula that relates two quantities attached to an endomorphism of a finite dimensional rational vector space: its algebraic entropy and the Mahler measure of its characteristic polynomial. Let us start introducing these two quantities.

We give immediately the definition of algebraic entropy in the general case of locally compact Abelian (briefly, LCA) groups, following [31]. By endomorphism of a topological group $G$ we always mean continuous endomorphism and with automorphism we intend a group automorphism which is also a homeomorphism. We denote by $\text{End}(G)$ and $\text{Aut}(G)$ respectively the endomorphisms and the automorphisms of $G$.

Given an LCA group $G$, we denote by $\mathcal{C}(G)$ the family of compact neighborhoods of 0 in $G$ ordered by inclusion. Let $\phi: G \to G$ be an endomorphism, let $C \in \mathcal{C}(G)$ and let $n$ be a positive integer; the $n$-th $\phi$-trajectory of $C$ is

$$T_n(\phi, C) = C + \phi(C) + \ldots + \phi^{n-1}(C).$$

Given a Haar measure $\mu$ on $G$, the algebraic entropy of $\phi$ with respect to $C \in \mathcal{C}(G)$ is

$$H_A(\phi, C) = \limsup_{n \to \infty} \frac{\log \mu(T_n(\phi, C))}{n};$$

the algebraic entropy of $\phi$ is

$$h_A(\phi) = \sup\{H_A(\phi, C) : C \in \mathcal{C}(G)\}.$$
Let $N$ be a positive integer, let $f(X) = sX^N + a_1X^{N-1} + \ldots + a_N \in \mathbb{C}[X]$ be a non-constant polynomial with complex coefficients and let \( \{\lambda_i : i = 1, \ldots, N\} \subseteq \mathbb{C} \) be the set of all roots of $f(X)$ (we always assume the roots of a polynomial to be counted with their multiplicity); in particular, $f(X) = s \prod_{i=1}^{N}(X - \lambda_i)$. Following Lehmer [22] (see also [14]), the (logarithmic) Mahler measure of $f(X)$ is

$$m(f(X)) = \log |s| + \sum_{|\lambda_i| > 1} \log |\lambda_i|.$$ 

The Mahler measure was defined independently also by Mahler [24]. It plays an important role in number theory and arithmetic geometry; in particular, it is involved in the famous Lehmer Problem asking whether inf\( m(f(X)) : f(X) \in \mathbb{Z}[X] \text{ primitive}, \) \( m(f(X)) > 0 \) is strictly positive (for example see [14], [17] and [25], and for a survey on the Mahler measure of algebraic numbers see [29]).

In [15] we provided a completely self-contained proof of the following algebraic counterpart of the Yuzvinski Formula (see Theorem 2.2 in §2.1 below) proved in [36] (see also [23]), computing the algebraic entropy of endomorphisms of finite dimensional rational vector spaces in terms of the Mahler measure of their characteristic polynomials:

**Theorem 1.1** (Algebraic Yuzvinski Formula). Let $N$ be a positive integer and let $\phi : \mathbb{Q}^N \rightarrow \mathbb{Q}^N$ be an endomorphism. Then

$$h_\phi = m(p_\phi(X)),$$

where $p_\phi(X)$ is the characteristic polynomial of $\phi$ over $\mathbb{Z}$.

Given an endomorphism $\phi : \mathbb{Q}^N \rightarrow \mathbb{Q}^N$, its characteristic polynomial over $\mathbb{Z}$ mentioned in the above theorem, is defined as follows. Let $M_\phi$ be the $N \times N$ rational matrix representing the action of $\phi$ on $\mathbb{Q}^N$ with respect to the canonical base of $\mathbb{Q}^N$ over $\mathbb{Q}$. The matrix $M_\phi$ has its monic characteristic polynomial $f_\phi(X) \in \mathbb{Q}[X]$; we say that $f_\phi(X)$ is the characteristic polynomial of $\phi$ over $\mathbb{Q}$. Let $s$ be the minimum positive integer such that $sf_\phi(X) \in \mathbb{Z}[X]$; we say that $p_\phi(X) = sf_\phi(X)$ is the characteristic polynomial of $\phi$ over $\mathbb{Z}$. Moreover, we call eigenvalues of $\phi$ the eigenvalues of $M_\phi$.

It is worth mentioning that a first attempt to prove the Algebraic Yuzvinski Formula was done in [37], where several partial results were obtained; some of them were recently used to prove the “case zero” of the Algebraic Yuzvinski Formula in [11] with arguments exclusively of linear algebra. Indeed, under the same notations and hypotheses as above, [11, Corollary 1.4] shows that $h_\phi = 0$ if and only if $m(p_\phi(X)) = 0$.

Moreover, the algebraic counterpart of the Kolmogorov-Sinai Formula (see §2.1) was established in the paper [31], where the algebraic entropy for endomorphisms of LCA groups was introduced. Indeed, in [31] the algebraic entropy of an endomorphism $\phi : \mathbb{Z}^N \rightarrow \mathbb{Z}^N$ was computed, proving the Algebraic Kolmogorov-Sinai Formula, that is, $h_\phi = \sum_{|\lambda_i| > 1} \log |\lambda_i|$, where $\{\lambda_i : i = 1, \ldots, N\}$ are the eigenvalues of $\phi$. The main idea for the proof of this result was to extend $\phi$ to an endomorphism $\Phi$ of $\mathbb{R}^N$ with the same algebraic entropy, and to use there the Haar measure to estimate the growth of the trajectories of $\Phi$ in order to compute its algebraic entropy. These methods inspired the ones used in [15] for the proof of the Algebraic Yuzvinski Formula. We see in Section 4 that it is possible to deduce the Algebraic Kolmogorov-Sinai Formula from the Algebraic Yuzvinski Formula. Finally, notice that the proof of the Algebraic Yuzvinski Formula in [15] is independent from the results of [11], [31] and [37].

The paper is organized as follows.

In Section 2 we give some historical background on the algebraic entropy, also mentioning some similarities with the topological entropy.

In Section 3, first we describe the fundamental steps in the proof of the Algebraic Yuzvinski Formula given in [15] and then we compare this proof with the one of the Yuzvinski Formula for the topological entropy from [23].

In Section 4 we list several applications of the Algebraic Yuzvinski Formula. In particular, we describe the fundamental results from [3] and [8] about the algebraic entropy of endomorphisms of discrete Abelian
groups, where the Algebraic Yuzvinski Formula applies. As the proof of the Algebraic Yuzvinski Formula is now self-contained and does not depend on its topological counterpart, also the treatment of the algebraic entropy in [3] and [8] becomes independent from the results on topological entropy. On the other hand, it is again the Algebraic Yuzvinski Formula that allows one to prove the fundamental connection between the algebraic entropy of endomorphisms of discrete Abelian groups and the topological entropy of endomorphisms of compact Abelian groups, namely, a general version of the Bridge Theorem proved in [7].

We formulate also several open problems related to the applications, with the aim to understand whether and how the fundamental results for the algebraic entropy of endomorphisms of discrete Abelian groups can be extended to the general case of endomorphisms of LCA groups.

Finally, Section 5 is devoted to a formula which is strictly related to the Algebraic Yuzvinski Formula. Indeed, in [9] the new notion of intrinsic algebraic entropy \( \hat{\operatorname{ent}} \) is introduced and investigated for endomorphisms of discrete Abelian groups. In particular, the intrinsic algebraic entropy is always smaller than the algebraic entropy, and they coincide on endomorphisms of torsion Abelian groups. The intrinsic algebraic entropy explains in some sense the somewhat mysterious term \( \log s \) that appears in the Algebraic Yuzvinski Formula. In fact, it is proved in [9, Theorem 4.2] that, if \( N \) is a positive integer, \( \phi : \mathbb{Q}^N \to \mathbb{Q}^N \) is an endomorphism and \( s \) is the leading coefficient of the characteristic polynomial \( p_\phi(X) \) of \( \phi \) over \( \mathbb{Z} \), then

\[
\hat{\operatorname{ent}}(\phi) = \log s.
\]

We give in Section 5 a self-contained and purely algebraic proof of this fact. To do this, we give first a direct proof of the additivity of the intrinsic algebraic entropy for endomorphisms of finite dimensional rational vector spaces with respect to invariant subspaces.

## 2 Background and definitions

### 2.1 Topological entropy

The topological entropy was introduced in 1965 by Adler, Konheim and McAndrew [1] and it was successively extended by Bowen [2], Hood [18] and others. Let us remark that, even if there are different definitions of topological entropy of a continuous self-map \( T \) of a topological space \( X \), all of them coincide when \( X \) is compact.

Consider now an LCA group \( G \) with a Haar measure \( \mu \), and an endomorphism \( \phi : G \to G \). In particular, \( G \) is a locally compact uniform space when endowed with its canonical left uniformity \( \mathcal{U} \); furthermore, \( \phi : (G, \mathcal{U}) \to (G, \mathcal{U}) \) is uniformly continuous, and \( \mu \) is \( \phi \)-homogeneous (in the sense of Bowen and Hood). In this context, Hood’s definition of topological entropy applies, and it can be given in the following way (see [12]). For every \( K \in \mathcal{C}(G) \) and every positive integer \( n \),

\[
C_n(\phi, K) = K \cap \phi^{-1}K \cap \ldots \cap \phi^{-n+1}K
\]

is the \( n \)-th \( \phi \)-cotrajectory of \( K \). The topological entropy of \( \phi \) is

\[
h_T(\phi) = \sup \left\{ \limsup_{n \to \infty} \frac{-\log \mu(C_n(\phi, K))}{n} : K \in \mathcal{C}(G) \right\}.
\]

Notice that this definition is correct by [31, Lemma 2.1]. The topological entropy is very well-understood on compact Abelian groups but only few results are known in the setting of LCA groups. For a comprehensive treatment of these aspects we refer to [12], [13] and [32].

In the context of compact Abelian groups, one can always reduce the computation of the topological entropy to two prototypical cases: left Bernoulli shifts and endomorphisms of full solenoids (see [30] and [12]). The former is described in the following example, while the latter is where the classical Yuzvinski Formula is needed.
Example 2.1. Let $K$ be a compact finite Abelian group and let $G = \prod_{n \in \mathbb{N}} K_n$, where each $K_n = K$. The left Bernoulli shift is the endomorphism of $G$ defined by

$$\lambda_K : G \to G \text{ such that } (x_0, x_1, \ldots, x_n, \ldots) \mapsto (x_1, \ldots, x_{n+1}, \ldots).$$

Then $h_T(\lambda_K) = \log |K|.$

A solenoid is a finite-dimensional connected compact Abelian group; so its dual group is a finite rank torsion-free discrete Abelian group, that is, a subgroup of $\mathbb{Q}^N$ for some positive integer $N$. Moreover, $\mathbb{Q}^N$ is said to be a full solenoid. With (full) solenoidal endomorphism we mean an endomorphism of a (full) solenoid.

Theorem 2.2 (Yuzvinski Formula). Let $N$ be a positive integer and $\psi : \mathbb{Q}^N \to \mathbb{Q}^N$ an endomorphism. Then

$$h_T(\psi) = m(p_{\psi}(X)),$$

where $p_{\psi}(X)$ is the characteristic polynomial over $\mathbb{Z}$ of the dual endomorphism $\hat{\psi} : \mathbb{Q}^N \to \mathbb{Q}^N$ of $\psi$.

This nice formula was obtained by Yuzvinski in [36]. A different and more conceptual approach to the same result was given by Lind and Ward in [23], where they also described in detail the history of the Yuzvinski Formula and related results.

The Yuzvinski Formula has a wide range of applications, as it allows the computation of the topological entropy of solenoidal automorphisms. As a consequence of the results of [23], one can also obtain the already known Kolmogorov-Sinai Formula, stating that the topological entropy of a toral automorphism $\phi : \mathbb{T}^N \to \mathbb{T}^N$, which is described by an $N \times N$ matrix with integer coefficients, is $h_T(\phi) = \sum_{i \in \mathbb{Z}} |\lambda_i| > 1 \log |\lambda_i|$, where $\{\lambda_i : i = 1, \ldots, N\}$ are the eigenvalues of $\hat{\phi}$.

Let us conclude this subsection recalling a powerful result of Bowen, which will be needed later on. Indeed, following [2], a subgroup $K$ of an LCA group $G$, is said to be uniform discrete if it is discrete and $G/K$ is compact.

Example 2.3. (a) First, $\mathbb{Z}$ is uniform discrete in $\mathbb{R}$.

(b) If $K_i$ is uniform discrete in $G_i$ for $i = 1, \ldots, N$, then $K = K_1 \times \ldots \times K_N$ is uniform discrete in $G = G_1 \times \ldots \times G_N$ (so $\mathbb{Z}^N$ is uniform discrete in $\mathbb{R}^N$).

(c) Moreover, $\mathbb{Z}$ diagonally embedded in $\mathbb{R} \times \prod_{p \in \mathbb{P}, p < \infty} \mathbb{Z}_p$ is uniform discrete.

(d) Finally, $\mathbb{Q}$ diagonally embedded in the adele ring $\mathbb{Q}_h$ is uniform discrete (see [23, Lemma 4.1]).

A consequence of [2, Theorem 20] is the following

Theorem 2.4. If $G$ is a metrizable LCA group, $\phi$ is an endomorphism of $G$, and $K$ is a $\phi$-invariant uniform discrete subgroup of $G$, then

$$h_T(\phi) = h_T(\overline{\phi}),$$

where $\overline{\phi} : G/K \to G/K$ is the endomorphism induced by $\phi$.

2.2 Algebraic entropy

In the final part of the paper [1], where the topological entropy was defined, also a notion of entropy for automorphisms $\phi$ of discrete Abelian groups $G$ appears, and it is based on the previously introduced concept of trajectory. Notice that, while the cotrajectories, used in the definition of $h_T(-)$, make sense in arbitrary spaces, the concept of trajectory strongly depends on the algebraic operation of the group. This is the reason why we refer to the notions of entropy based on trajectories as algebraic entropies.

The definition of algebraic entropy of $\phi$ given in [1] is

$$\text{ent}(\phi) = \sup \left\{ \lim_{n \to \infty} \frac{\log |T_n(\phi, C)|}{n} : C \text{ finite subgroup of } G \right\}. \quad (2.1)$$
Since a torsion-free Abelian group has no finite subgroups but the trivial one, \( \text{ent}(-) \) is always zero on endomorphisms of torsion-free discrete Abelian groups. So it is natural to consider \( \text{ent}(-) \) for endomorphisms of torsion discrete Abelian groups (see [10] for more details on \( \text{ent}(-) \)).

In 1979 Peters [26] proposed an alternative notion of algebraic entropy for an automorphism \( \phi \) of a discrete Abelian group \( G \), defining

\[
h_\infty(\phi) = \sup \left\{ \lim_{n \to \infty} \frac{1}{n} \log |T_n(\phi^{-1}, C)| : C \text{ finite subset of } G \right\}.
\]

This entropy takes the same values as \( \text{ent}(-) \) on automorphisms of torsion discrete Abelian groups but it may be non-zero also in the torsion-free case. The same paper [26] contains some general properties of \( h_\infty(-) \).

In 1981 Peters [27] gave a further generalization of the entropy \( h_\infty(-) \). In fact, using the Haar measure, he introduced a notion of entropy for automorphisms of LCA groups as follows. Let \( G \) be an LCA group with a Haar measure \( \mu \), and let \( \phi : G \to G \) be an automorphism. Then

\[
h_\infty(\phi) = \sup \left\{ \limsup_{n \to \infty} \frac{1}{n} \log \mu(T_n(\phi^{-1}, C)) : C \in \mathcal{C}(G) \right\}.
\]

Recently Peters’ definitions of algebraic entropy were appropriately modified in [3] and [31], respectively, by replacing in (2.2) and (2.3) the trajectories of \( \phi^{-1} \) with the trajectories of \( \phi \). In this way it was obtained the notion of algebraic entropy recalled in the Introduction, that holds for all the endomorphisms of an LCA group; as we said, this algebraic entropy is denoted by \( h_A(-) \).

Notice that \( h_A(-) \) has the same values of \( h_\infty(-) \) for automorphisms of compact Abelian groups, while they do not coincide in general on automorphisms of LCA groups. Furthermore, when \( \phi \) is an endomorphism of a torsion discrete Abelian group, we also have that \( h_A(\phi) = \text{ent}(\phi) \).

Let \( G \) be an LCA group and let \( \phi : G \to G \) be an endomorphism. In practice, usually one does not need to compute \( h_A(\phi, C) \) for all \( C \in \mathcal{C}(G) \) to obtain \( h_A(\phi) \), as the following easy lemma from [31] shows:

**Lemma 2.5.** Let \( G \) be an LCA group and let \( \phi : G \to G \) be an endomorphism. If \( \mathcal{D} \) is a cofinal subset of \( \mathcal{C}(G) \), then \( h_A(\phi) = \sup \{ H_A(\phi, D) : D \in \mathcal{D} \} \).

Dually to what occurs for the topological entropy on compact Abelian groups, when trying to compute the algebraic entropy of an endomorphism of a discrete Abelian group, one would like to reduce to two prototypical cases: right Bernoulli shifts and endomorphisms of finite dimensional rational vector spaces (see §4.4). The former is described in the following example, while the latter is covered by the Algebraic Yuzvinski Formula.

**Example 2.6.** Let \( K \) be a discrete Abelian group and let \( G = \bigoplus_{n \in \mathbb{N}} K_n \), where each \( K_n = K \). The right Bernoulli shift is the endomorphism of \( G \) defined by

\[
\beta_K : G \to G \text{ such that } (x_0, x_1, \ldots, x_n, \ldots) \mapsto (0, x_0, x_1, \ldots, x_n, \ldots).
\]

Then \( h_A(\beta_K) = \log |K| \), with the usual convention that \( \log |K| = \infty \) if \( K \) is infinite.

## 3 Remarks on the proof of the Algebraic Yuzvinski Formula

In the first part of this section we give a brief description of the proof of the Algebraic Yuzvinski Formula given in [15]. In the second subsection we compare our proof with the proof of the classical Yuzvinski Formula given in [23].

### 3.1 Steps of the proof

Let us begin with some notation and background. Denote by \( P \) the set of all prime numbers plus the symbol \( \infty \). For every prime \( p \) we denote by \( \mathbb{Q}_p \) the field of \( p \)-adic numbers and by \( | - |_p \) the \( p \)-adic norm on \( \mathbb{Q}_p \); moreover,
we let \( \mathbb{Q}_{\infty} = \mathbb{R} \) and \( | - |_{\infty} \) the usual absolute value on \( \mathbb{R} \). If \( K_p \) is a finite extension of \( \mathbb{Q}_p \), then we denote still by \( | - |_p \) the unique extension of the \( p \)-adic norm to \( K_p \).

Let \( N \) be a positive integer and \( \phi : \mathbb{Q}^N \to \mathbb{Q}^N \) an endomorphism. For every \( p \in \mathbb{P} \), \( \mathbb{Q} \) can be identified with a subfield of \( \mathbb{Q}_p \) and so \( \phi \) induces an endomorphism \( \phi_p : \mathbb{Q}_p^N \to \mathbb{Q}_p^N \) just extending the scalars, that is,

\[
\phi_p = \phi \otimes \mathbb{Q} \, \text{id}_{\mathbb{Q}_p}.
\]

It is clear that \( \phi_p \) is \( \mathbb{Q}_p \)-linear (and therefore continuous) and so its action on \( \mathbb{Q}_p^N \), with respect to the canonical base of \( \mathbb{Q}_p^N \), is represented by an \( N \times N \) matrix \( M_{\phi_p} \), with coefficients in \( \mathbb{Q}_p \). We call characteristic polynomial and eigenvalues of \( \phi_p \) the characteristic polynomial and the eigenvalues of \( M_{\phi_p} \).

We can divide our proof in four steps that we are now going to describe.

Let \( \{ e_i : i = 1, \ldots, N \} \) be the canonical base of \( \mathbb{Q}_p^N \) and, for any \( m \in \mathbb{N}_+ \), let

\[
E_m = \left\{ \sum_{i=1}^{N} c_i e_i : c_i = 0, \pm 1/m, \pm 2/m, \ldots, \pm m/m \right\}.
\]

The **first step** of our proof is to prove the following formula

\[
h_A(\phi) = \sup \{ H_A(\phi, E_m) : m \in \mathbb{N}_+ \}.
\]

(see [15, Proposition 4.2]). Notice that, by Lemma 2.5, we can substitute the family \( \{ E_m : m \in \mathbb{N}_+ \} \) in the above formula, by \( \{ E_m : m \in \mathbb{N} \} \) for any infinite subset \( \mathbb{N} \) of \( \mathbb{N}_+ \). In fact, one of the suble parts of the proof is to find a suitable \( N \subseteq \mathbb{N}_+ \), for which we are able to compute \( H_A(\phi, E_m) \), for all \( m \in \mathbb{N} \).

The **second step** of the proof consists in computing what we have called the \( p \)-adic contributions to \( H_A(\phi, E_m) \), that is,

\[
H^p(\phi, E_m) = \lim sup_{n \to \infty} \frac{\log \mu_p(T_n(\phi, E_m) + D_p)}{n},
\]

for any \( p \in \mathbb{P} \), where \( \mu_p \) is a Haar measure on \( \mathbb{Q}_p^N \) identifying \( T_n(\phi, E_m) \), and letting \( D_p \) be a suitable ball in \( \mathbb{Q}_p^N \). We can prove in [15, Proposition 4.13] that there exists an infinite set \( \mathcal{N}_1(\phi) \) of \( \mathbb{N}_+ \) such that

\[
H^p(\phi, E_m) = h_A(\phi_p)
\]

holds for all \( p \in \mathbb{P} \) and \( m \in \mathcal{N}_1(\phi) \). Furthermore, by the results contained in [15, Section 3], we know that

\[
h_A(\phi_p) = \sum_{|\lambda_i|_p > 1} \log |\lambda_i|_p,
\]

where \( \{ \lambda_i : i = 1, \ldots, N \} \) are the eigenvalues of \( \phi_p \) in some finite extension \( K_p \) of \( \mathbb{Q}_p \). Putting together (3.2) and (3.3) we can compute the entropy of the \( p \)-adic contributions.

In the **third step** of the proof we express \( h_A(\phi) \) as sum of \( p \)-adic contributions. This is probably the most technical part of our proof and it also marks the main difference between our approach to the Algebraic Yuzvinski Formula and the methods used in the proof of the classical Yuzvinski Formula given by Lind and Ward in [23] (see §3.2). Indeed, for any \( m \in \mathcal{N}_1(\phi) \), we consider the following subset of \( \mathbb{P} \)

\[
\mathcal{P}(\phi, m) = \{ p \in \mathbb{P} : p \text{ divides } a_{ij} \text{ for some } 1 \leq i, j \leq N \} \cup \{ p \in \mathbb{P} : p \text{ divides } m \} \cup \{ \infty \}
\]

where \( M_p = (a_{ij})_{i,j} \) is the matrix of \( \phi \). It follows essentially from the definitions that \( H^p(\phi, E_m) = 0 \) for every \( p \in \mathbb{P} \setminus \mathcal{P}(\phi, 1) \). Then, we embed diagonally \( \mathbb{Q}_p^N \) in the finite product \( \prod_{p \in \mathcal{P}(\phi, m)} \mathbb{Q}_p^N \), which is an LCA group, and we identify \( T_n(\phi, E_m) \) with a subset of \( \prod_{p \in \mathcal{P}(\phi, m)} \mathbb{Q}_p^N \). Furthermore, we can choose the balls \( D_p \subseteq \mathbb{Q}_p^N \) in the definition of the \( p \)-adic contributions in such a way that

\[
|T_n(\phi, E_m)| = \mu^*(T_n^*(\phi, E_m)),
\]
where \( T_n(\phi, E_m) = T_n(\phi, E_m) + D' \), with \( D' = \prod_{p \in \mathbb{P}(\phi, m)} D_p \), and where \( \mu' \) is the Haar measure in \( \prod_{p \in \mathbb{P}(\phi, m)} \mathbb{Q}_p^N \) such that \( \mu'(D') = 1 \). This allows us to prove that

\[
H_A(\phi, E_m) \leq \sum_{p \in \mathbb{P}(\phi, m)} H^p(\phi, E_m) = \sum_{p \in \mathbb{P}} H^p(\phi, E_m) \text{ for all } m \in N_1(\phi).
\]

On the other hand, we can find an infinite subset \( N(\phi) \) of \( N_1(\phi) \) such that \( \sum_{p \in \mathbb{P}(\phi, m)} H^p(\phi, E_m) \leq H_A(\phi, E_m) \). So we get the equality

\[
H_A(\phi, E_m) = \sum_{p \in \mathbb{P}(\phi, m)} H^p(\phi, E_m) = \sum_{p \in \mathbb{P}} H^p(\phi, E_m) = \sum_{p \in \mathbb{P}} h_A(\phi_p).
\]

Since the quantity on the right hand side does not depend on \( m \), we conclude that

\[
h_A(\phi) = \sum_{p \in \mathbb{P}} h_A(\phi_p) = \sum_{p \in \mathbb{P}} H^p(\phi, E_m) = \sum_{p \in \mathbb{P}} \left( \sum_{\lambda \in \mathbb{Q}_p^N, \lambda \neq 0} \log |\lambda^{(p)}|_p \right).
\]

The **fourth** and last step is to decompose the Mahler measure \( m(\phi) \) as a sum of “\( p \)-adic contributions”, similar to the decomposition of the algebraic entropy \( h_A(\phi) \) obtained in the third step. In fact, given a primitive polynomial \( f(X) = sX^N + a_1X^{N-1} + \ldots + a_N \in \mathbb{Z}[X] \), the a priori “mysterious” term \( \log |s| \) appearing in the definition of the Mahler measure, can be rewritten as

\[
\log |s| = \sum_{p \in \mathbb{P}} \sum_{\lambda \in \mathbb{Q}_p^N, \lambda \neq 0} \log |\lambda^{(p)}|_p,
\]

where, for every \( p \in \mathbb{P} \), \( \{\lambda^{(p)}_i : i = 1, \ldots, N\} \) are the roots of \( f(X) \) in some finite extension \( K_p \) of \( \mathbb{Q}_p \), when \( f(X) \) is considered as an element of \( \mathbb{Q}_p[X] \). Consequently,

\[
m(f(X)) = \sum_{p \in \mathbb{P}} \left( \sum_{\lambda \in \mathbb{Q}_p^N, \lambda \neq 0} \log |\lambda^{(p)}|_p \right).
\]

This decomposition can be deduced, for example, from the main results of [23].

Combining (3.5) and (3.6) we obtain immediately the following theorem, covering the Algebraic Yuzvinski Formula.

**Theorem 3.1.** Let \( \phi : \mathbb{Q}^N \to \mathbb{Q}^N \) be an endomorphism. Then there exists an infinite subset \( N(\phi) \) of \( \mathbb{N} \) such that the following formula holds for all \( m \in N(\phi) \):

\[
h_A(\phi) = H_A(\phi, E_m) = m(p_{\phi}(X)),
\]

where \( p_{\phi}(X) \) is the characteristic polynomial of \( \phi \) over \( \mathbb{Z} \).

### 3.2 Comparison with the topological case

Let \( N \) be a positive integer and consider an automorphism \( \psi : \widehat{\mathbb{Q}}^N \to \widehat{\mathbb{Q}}^N \). Recall that the action of \( \psi \) on \( \widehat{\mathbb{Q}}^N \) is given by an \( N \times N \) matrix with coefficients in \( \mathbb{Q} \).

In the proof of the classical Yuzvinski Formula given in [23], a fundamental step is to decompose the topological entropy \( h_T(\psi) \) as the sum of the entropies \( h_T(\psi_p) \) (with \( p \in \mathbb{P} \)), where \( \psi_p : \mathbb{Q}_p^N \to \mathbb{Q}_p^N \) is an automorphism with the same matrix of \( \psi \) (see (3.7) below and [23, Theorem 1]). The formula obtained by Lind and Ward is analogous to our decomposition (3.5) for the algebraic entropy, which is the crucial point in the proof of the Algebraic Yuzvinski Formula.
In this subsection we recall some of the arguments used in [23] to stress the difference with our methods.

Following [23] and [34], consider the adele ring \( \mathbb{Q}_A \) of \( \mathbb{Q} \), that is the restricted product
\[
\mathbb{Q}_A = \left\{ x \in \prod_{p \in \mathcal{P}} \mathbb{Q}_p : |x_p|_p \leq 1 \text{ for all but a finite number of } p \right\}.
\]

For a finite \( \mathcal{P} \subseteq \mathcal{P} \), let
\[
\mathbb{Q}_{\mathcal{A}}(\mathcal{P}) = \left\{ x \in \mathbb{Q}_A : |x_p|_p \leq 1 \text{ if } p \notin \mathcal{P} \right\}.
\]

Then \( \mathbb{Q}_A = \bigcup_{\mathcal{P} \subseteq \mathcal{P} \text{ finite}} \mathbb{Q}_A(\mathcal{P}) \). Notice that each \( \mathbb{Q}_A(\mathcal{P}) \) endowed with the product topology inherited from \( \prod_{p \in \mathcal{P}} \mathbb{Q}_p \) is locally compact. In particular, if \( \mathcal{P} \) contains \( \infty \), then \( \mathbb{Q}_A(\mathcal{P}) \) is an LCA group isomorphic to \( \prod_{p \in \mathcal{P}} \mathbb{Q}_p \times \prod_{p \not\in \mathcal{P}} \mathbb{Z}_p \). Furthermore, \( \mathbb{Q}_A \) with the coarsest topology making each of the \( \mathbb{Q}_A(\mathcal{P}) \) open is locally compact as well. Let \( \alpha : \mathbb{Q} \to \mathbb{Q}_A \) be the diagonal embedding of \( \mathbb{Q} \) in \( \mathbb{Q}_A \). Then \( \alpha(\mathbb{Q}) \) is discrete in \( \mathbb{Q}_A \) and \( \mathbb{Q}_A/\alpha(\mathbb{Q}) \) is topologically isomorphic to \( \mathbb{Q} \) (see [23, Lemma 4.1]). Consequently, \( \alpha^N(\mathbb{Q}_A) \) is discrete in \( \mathbb{Q}_A \) and \( \mathbb{Q}_A^N/\alpha^N(\mathbb{Q}_A) \) is topologically isomorphic to \( \mathbb{Q}^N \), thus \( \alpha^N(\mathbb{Q}^N) \) is a uniform discrete subset of \( \mathbb{Q}_A^N \).

Letting the matrix of \( \psi \) act on \( \mathbb{Q}_A^N \), we obtain an endomorphism \( \bar{\psi} : \mathbb{Q}_A^N \to \mathbb{Q}_A^N \). Using the strong Theorem 2.4, Lind and Ward show that
\[
h_T(\psi) = h_T(\bar{\psi}).
\]

As a second step they verify that the topological entropy of \( \bar{\psi} \) coincides with the topological entropy of its restriction \( \bar{\psi}_{\mathcal{P}} \) to \( \mathbb{Q}_A(\mathcal{P})^N \), for a suitable finite subset \( \mathcal{P} \) of \( \mathcal{P} \) containing \( \infty \). Notice that \( \mathcal{P} \) contains (in general properly) the set \( \mathcal{P}(\psi, 1) \) that we used.

Finally, after noticing that the restriction of \( \bar{\psi} \) to \( \prod_{p \in \mathcal{P} \setminus \mathcal{P}} \mathbb{Q}_p^N \) has zero topological entropy, they show that
\[
h_T(\psi) = h_T\left( \bar{\psi} \mid \prod_{p \in \mathcal{P}} \mathbb{Q}_p^N \right).
\]

As \( \bar{\psi} \mid \prod_{p \in \mathcal{P}} \mathbb{Q}_p^N = \prod_{p \in \mathcal{P}} \psi_p \), one easily concludes that \( h_T(\psi) = \sum_{p \in \mathcal{P}} h_T(\psi_p) \). Since \( h_T(\psi_p) = 0 \) for every \( p \in \mathcal{P} \setminus \mathcal{P} \), they can give the desired formula:
\[
h_T(\psi) = \sum_{p \in \mathcal{P}} h_T(\psi_p). \tag{3.7}
\]

As described above, the differences between our proof of the Algebraic Yuzvinski Formula and the proof of the Yuzvinski Formula given by Lind and Ward are forced by the fact that we do not known whether the counterpart of Theorem 2.4 holds for the algebraic entropy (see Question 4.6 below). For this reason, we had to develop in [15] several ad-hoc techniques to give a completely self-contained proof of Theorem 3.1.

## 4 Applications and open questions

In this section we describe the main results from [3], [7] and [8], which are the fundamental properties of the algebraic entropy of endomorphisms of discrete Abelian groups, underlying where the Algebraic Yuzvinski Formula is used. In general, in the proofs of these results one can separate the torsion and the torsion-free case, and reduce step by step to endomorphisms of divisible torsion-free Abelian groups of finite rank, namely, to endomorphisms of \( \mathbb{Q}_A^N \) for some positive integer \( N \); at this stage the Algebraic Yuzvinski Formula applies.

Furthermore, a lot of related open problems are discussed.

### 4.1 The category of flows

We start recalling a subcategory of the category of morphisms, which is useful in working with entropy. For a category \( \mathcal{C} \), the category \( \text{Flow}(\mathcal{C}) \) of flows of \( \mathcal{C} \) has as objects the pairs \((G, \phi)\), where \( G \) is an object of \( \mathcal{C} \).
and \( \phi \in \text{End}_\mathcal{C}(G) \). Moreover, a morphism in \( \text{Flow}(\mathcal{C}) \) between two flows \((G, \phi)\) and \((G', \phi')\) is a morphism \( u : G \to G' \) in \( \mathcal{C} \) such that the diagram

\[
\begin{array}{ccc}
G & \xrightarrow{\phi} & G \\
\downarrow{u} & & \downarrow{u} \\
G' & \xrightarrow{\phi'} & G'
\end{array}
\]

(4.1)

in \( \mathcal{C} \) commutes. When the domain \( G \) of \( \phi \) is clear and no confusion is possible, we denote a flow \((G, \phi)\) simply by \( \phi \).

Let now \( \mathcal{L} \mathfrak{A} \) be the category of all LCA groups, and \( \mathfrak{A} \) the category of all discrete Abelian groups. Usually entropy is defined as a function from the endomorphisms \( \text{End}_{\mathcal{L} \mathfrak{A}}(G) \) of a given object \( G \) of \( \mathcal{L} \mathfrak{A} \) to \( \mathbb{R}_{\geq 0} \cup \{\infty\} \). The category of flows allows for a more precise description of entropy in categorical terms, namely, we can consider \( h_A(-) \) (as well as \( h_T(-) \) or \( h_{\omega}(-) \)) as a function

\[
h_A : \text{Flow}(\mathcal{L} \mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\} \quad \text{such that} \quad (G, \phi) \mapsto h_A(\phi).
\]

This approach makes it easier to state (and sometimes to understand) many known results.

**Example 4.1.** It can be deduced from classical results (see for example [19, Chapter 12]) that the category \( \text{Flow}(\mathfrak{A}) \) is isomorphic to the category \( \text{Mod}(\mathbb{Z}[X]) \) of all \( \mathbb{Z}[X] \)-modules. Indeed, a \( \mathbb{Z}[X] \)-module \( M_{\mathbb{Z}[X]} \) is exactly an Abelian group \( M \), together with an endomorphism

\[
\phi_X : M \to M \text{ defined by } m \mapsto m \cdot X,
\]

representing the action of \( X \) on \( M \).

A short exact sequence in \( \text{Flow}(\mathcal{L} \mathfrak{A}) \) is a commutative diagram in \( \mathcal{L} \mathfrak{A} \) of the form

\[
\begin{array}{cccccc}
0 & \xrightarrow{a} & A & \xrightarrow{\phi_1} & B & \xrightarrow{\phi_2} & C & \xrightarrow{\phi_3} & 0 \\
& \parallel & \downarrow{\phi_4} & & \downarrow{\phi_5} & & \downarrow{\phi_6} & & \\
0 & \xrightarrow{a} & A & \xrightarrow{\phi_7} & B & \xrightarrow{\phi_8} & C & \xrightarrow{\phi_9} & 0
\end{array}
\]

(4.2)

where the two rows are short exact sequences in \( \mathcal{L} \mathfrak{A} \). In particular, \( a \) is a homomorphism which is also a topological embedding, while \( \beta \) is a surjective open and continuous homomorphism.

### 4.2 Upper continuity

Consider a flow \((G, \phi) \in \text{Flow}(\mathcal{L} \mathfrak{A}). If there exists a family \( \{K_i : i \in I\} \) of \( \phi \)-invariant closed subgroups of \( G \) directed by inclusion such that \( G = \bigcup_{i \in I} K_i \), then \((G, \phi)\) is the direct limit of \( \{(K_i, \phi |_{K_i}) : i \in I\} \) in \( \text{Flow}(\mathcal{L} \mathfrak{A}). \)

We recall that a function \( h : \text{Flow}(\mathcal{L} \mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\} \) (respectively, \( h : \text{Flow}(\mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\} \)) is upper continuous if, given a flow \((G, \phi) \in \text{Flow}(\mathcal{L} \mathfrak{A}) \) (respectively, in \( \text{Flow}(\mathfrak{A}) \)) that is the direct limit of a directed system of subobjects \( \{(K_i, \phi |_{K_i}) : i \in I\} \) as above, \( h_A(\phi) = \sup \{ h_A(\phi |_{K_i}) : i \in I \} \).

With this new terminology we write the following consequence of [15, Lemma 2.8], which is a result from [3].

**Corollary 4.2.** The function \( h_A : \text{Flow}(\mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\} \) is upper continuous.

Notice also that [15, Lemma 2.8] is stronger than Corollary 4.2, as it holds for directed systems of invariant open subgroups of arbitrary LCA groups. Nevertheless we do not know whether it is possible to prove upper continuity of \( h_A(-) \) in full generality, that is, the following question remains open:

**Question 4.3.** Is \( h_A : \text{Flow}(\mathcal{L} \mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\} \) upper continuous?
4.3 Addition Theorem

The first application of the Algebraic Yuzvinski Formula we take into account is a deep result from [3], called Addition Theorem, which shows the additivity of $h_A(-)$ when restricted to flows of $\mathfrak{A}$. Indeed, a function $h : \text{Flow}(\mathfrak{L}\mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\}$ (respectively, $h : \text{Flow}(\mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\}$) is called additive if, given a short exact sequence as in (4.2) in Flow(\mathfrak{L}\mathfrak{A}) (respectively in Flow(\mathfrak{A})), $h(\phi_2) = h(\phi_1) + h(\phi_3)$.

**Theorem 4.4 (Addition Theorem).** The function $h_A : \text{Flow}(\mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\}$ is additive.

In the case of endomorphisms of torsion discrete Abelian groups, Theorem 4.4 was proved (for $\text{ent}(-)$) in [10]. In order to extend it to the whole Flow(\mathfrak{A}), the Algebraic Yuzvinski Formula is needed. Notice also that the Addition Theorem for the topological entropy of endomorphisms of compact groups, that inspired its algebraic counterpart, can be obtained as a consequence of [2, Theorem 19]; moreover, it was previously proved in the metric case in [35].

Given a flow $(G, \phi) \in \text{Flow}(\mathfrak{A})$, the following are particular cases of the Addition Theorem:

1. if $(G', \phi') \cong (G, \phi)$ then $h_A(\phi) = h_A(\phi')$;
2. if $K \leq G$ is $\phi$-invariant, then $h_A(\phi) \geq h_A(\phi |_K)$;
3. if $K \leq G$ is $\phi$-invariant, then $h_A(\phi) \geq h_A(\overline{\phi})$, where $\overline{\phi} : G/K \to G/K$ is induced by $\phi$.

Note that the stability under isomorphisms in (1) is proved for endomorphisms of LCA groups in [15, Proposition 2.6(1)]. Moreover, the monotonicity for invariant subgroups in (2) is verified for endomorphisms of LCA groups in [15, Lemma 2.4(3)], provided the subgroup $K$ is open. We have no counterpart in the general case of the monotonicity for quotients in (3).

**Problem 4.5.** Study when $h_A : \text{Flow}(\mathfrak{L}\mathfrak{A}) \to \mathbb{R}_{\geq 0} \cup \{\infty\}$ is additive.

Is it possible at least to extend (2) or (3) above to the case when $G$ is an LCA group, $\phi \in \text{End}(G)$ and $K$ is a $\phi$-invariant closed subgroup of $G$?

Let us conclude this subsection describing a particular case of the above question. Indeed, let $G$ be an LCA group, let $\phi$ be an endomorphism and let $H \leq G$ be a $\phi$-invariant closed subgroup. If $H$ is uniform discrete, we saw in Theorem 2.4 that $h_T(\phi) = h_T(\bar{\phi})$, where $\bar{\phi} : G/H \to G/H$ is the induced map. Since $h_T(-)$ is trivial on discrete groups, this can be viewed as a particular case of some Addition Theorem for $h_T(-)$ on LCA groups. As described in §3.2, it would be of clear interest to answer the following question, suggested to us by Dikran Dikranjan, which asks for an algebraic counterpart of Theorem 2.4:

**Question 4.6.** Given $(G, \phi) \in \text{Flow}(\mathfrak{L}\mathfrak{A})$ and a uniform discrete $\phi$-invariant subgroup $K$ of $G$, is it true that $h_A(\phi) = h_A(\phi |_K)$?

Since $h_A(-)$ trivializes on compact Abelian groups, a positive answer to Problem 4.5, namely, additivity of $h_A(-)$ in the general case of flows of $\mathfrak{L}\mathfrak{A}$, would answer positively to Question 4.6 as well.

4.4 Algebraic entropy of torsion-free Abelian groups

As a second application, we show how the Algebraic Yuzvinski Formula can be used to compute the algebraic entropy of any endomorphism of a torsion-free discrete Abelian group. The first step is to extend a given endomorphism to an endomorphism of a rational vector space with the same algebraic entropy:

**Lemma 4.7.** [3, Proposition 2.12] Let $G$ be a torsion-free discrete Abelian group and $\phi : G \to G$ an endomorphism. Denote by $D(G) = G \otimes \mathbb{Q}$ the divisible hull of $G$ and by $\hat{\phi} : D(G) \to D(G)$ the unique extension of $\phi$ to $D(G)$. Then $h_A(\phi) = \hat{h}_A(\phi)$.
Proof. Note that \( D(G) \) is the direct limit of its \( \tilde{\phi} \)-invariant subgroups of the form \( \frac{1}{n} G \), with \( n \) ranging in \( \mathbb{N} \). Hence, by Corollary 4.2 we have that \( h_A(\tilde{\phi}) \) is the supremum of the algebraic entropies of the restrictions of \( \tilde{\phi} \) to each \( \frac{1}{n} G \). Furthermore, the groups \( \frac{1}{n} G \) are all isomorphic to \( G \) and the action of \( \tilde{\phi} \) on \( \frac{1}{n} G \) is conjugated to the action of \( \phi \). Hence

\[
h_A(\tilde{\phi}) = \sup \left\{ h_A(\phi \mid \frac{1}{n} G) : n \in \mathbb{N} \right\} = h_A(\phi).
\]

Note that the Algebraic Kolmogorov-Sinai Formula stated in Section 2 can be proved using Lemma 4.7 and the Algebraic Yuzvinski Formula.

We remark that Lemma 4.7 is the exact counterpart of [23, Proposition 3.1] that allows the computation of the topological entropy of a solenoidal automorphism extending it to an automorphism of a full solenoid which has the same topological entropy.

Let \( G \) be a torsion-free discrete Abelian group and let \( \phi \) be an endomorphism of \( G \). To compute the algebraic entropy of \( \phi \), we can suppose \( G \) to be a rational vector space in view of Lemma 4.7. One can realize the group \( G \) as the union of a continuous chain of \( \phi \)-invariant subspaces

\[
0 = K_0 \subseteq K_1 \subseteq K_2 \subseteq \ldots \subseteq K_\sigma = G
\]

for some ordinal \( \sigma \); denote by \( \phi_\gamma \) the endomorphism of \( K_{\gamma+1}/K_\gamma \) induced by \( \phi \), for all \( \gamma < \sigma \). It is shown in [3] that the chain in (4.3) can be constructed in such a way that either \( K_{\gamma+1}/K_\gamma \) is finite dimensional or it is infinite dimensional and \( \phi_\gamma \) is conjugated to the right Bernoulli shift \( \beta_K \) described in Example 2.6, for all \( \gamma < \sigma \). Additivity and upper continuity of \( h_A(\cdot) \) allow one to prove by transfinite induction that

\[
h_A(\phi) = \sum_{\gamma < \sigma} h_A(\phi_\gamma),
\]

where the algebraic entropy of each \( \phi_\gamma \) is either infinite or it can be computed using the Algebraic Yuzvinski Formula.

In the above discussion we could determine the algebraic entropy of an endomorphism of a torsion-free discrete Abelian group \( G \) just using additivity, upper continuity and the specific values that \( h_A(\cdot) \) takes on the right Bernoulli shifts and on endomorphisms of finite dimensional rational vector spaces (given by the Algebraic Yuzvinski Formula). Using more carefully the same arguments as above, one can prove the following result from [3].

**Theorem 4.8** (Uniqueness Theorem). *The algebraic entropy \( h_A : \text{Flow}(\mathfrak{X}) \to \mathbb{R}_{\geq 0} \cup \{\infty\} \) is the unique function such that:*

1. \( h_A(\cdot) \) is additive;
2. \( h_A(\cdot) \) is upper continuous;
3. \( h_A(\beta_K) = \log |K| \) for any finite Abelian group \( K \) (where \( \beta_K \) is the right Bernoulli shift defined in Example 2.6);
4. the Algebraic Yuzvinski Formula holds for \( h_A(\cdot) \).

The first three axioms in the Uniqueness Theorem are enough to characterize the algebraic entropy in the class of torsion discrete Abelian groups as it was proved in [10, Theorem 6.1]. More precisely, other two axioms appeared in the Uniqueness Theorem from [10], that is, invariance under conjugation and a logarithmic law; nevertheless, it can be proved that these two axioms are not necessary.

Moreover, it is worth to note that the Uniqueness Theorem for the algebraic entropy was inspired by the Uniqueness Theorem proved by Stojanov [30] for the topological entropy in the class of compact (non-necessarily Abelian) groups.

### 4.5 Bridge Theorem

In 1974 Weiss [33] studied the basic properties of \( \text{ent}(\cdot) \) and connected it with the topological entropy of endomorphisms of profinite Abelian groups via the Pontryagin-Van Kampen duality in the following “Bridge
Theorem”. Recall that, for an LCA group $G$, we denote by $\hat{G}$ the dual group of $G$, endowed with its compact-open topology, while for an endomorphism $\phi : G \to G$, we denote by $\hat{\phi} : \hat{G} \to \hat{G}$ its dual endomorphism.

**Weiss Bridge Theorem.** Let $G$ be a torsion discrete Abelian group and $\phi : G \to G$ an endomorphism. Then $\operatorname{ent}(\phi) = h_T(\hat{\phi})$.

Peters proved the following Bridge Theorem for automorphisms of countable discrete Abelian groups.

**Peters Bridge Theorem.** Let $G$ be a countable discrete Abelian group and $\phi : G \to G$ an automorphism. Then $h_\infty(\phi) = h_T(\hat{\phi})$.

A third application of the Algebraic Yuzvinski Formula is the following general form of the Bridge Theorem proved in [7], that extends to all endomorphisms of discrete Abelian groups both Weiss Bridge Theorem and Peters Bridge Theorem.

**Theorem 4.9 (Bridge Theorem).** Let $(G, \phi) \in \text{Flow}(\mathfrak{A})$. Then $h_A(\phi) = h_T(\hat{\phi})$.

The torsion case of this theorem is covered by Weiss Bridge Theorem. Then additivity and upper continuity of $h_A(-)$, and additivity and “continuity on inverse limits” of $h_T(-)$, are applied to restrict to the case of automorphisms of $\mathbb{Q}^N$ and of its dual $\hat{\mathbb{Q}}^N$. At this stage the Algebraic Yuzvinski Formula and the Yuzvinski Formula conclude the proof.

The problem of whether it is possible to extend the Bridge Theorem to the whole $\text{Flow}(\mathfrak{A})$ is open (see also [7]):

**Problem 4.10.** Study whether the Bridge Theorem holds for every $(G, \phi) \in \text{Flow}(\mathfrak{A})$. Classify the flows $(G, \phi) \in \text{Flow}(\mathfrak{A})$ such that $h_A(\phi) = h_T(\hat{\phi})$.

It was recently proved a partial solution of this problem in [4].

**Theorem 4.11.** Let $G$ be a totally disconnected locally compact Abelian group and $\phi : G \to G$ a continuous endomorphism. Then $h_T(\phi) = h_A(\hat{\phi})$.

### 4.6 Dichotomy Theorem

We conclude with a last application of the Algebraic Yuzvinski Formula coming from [8].

Consider a fixed LCA group $G$, a Haar measure $\mu$ on $G$, and an endomorphism $\phi : G \to G$. For every $C \in \mathcal{C}(G)$ we can define a sequence

$$\tau_C : \mathbb{N} \to \mathbb{R}_{\geq 0} \text{ such that } n \mapsto \tau_C(n) = \mu(T_n(\phi, C)).$$

Following [3], we say that the $\phi$-trajectory of $C$ converges exactly when the sequence

$$\left\{ \frac{\log \tau_C(n)}{n} : n \in \mathbb{N} \right\}$$

is convergent. It is very useful to know whether the $\phi$-trajectory of $C$ converges for every $C \in \mathcal{C}(G)$, indeed, for example in this case the lim sup in (1.1) becomes a limit. This occurs when $G$ is compact (the above sequences converge to $0$), discrete (see for example [3, Corollary 2.2]), $G = \mathbb{R}^N$ or $G = \mathbb{Q}_p^N$ with $N$ a positive integer and $p$ a prime. We do not know if this holds in general:

**Question 4.12.** Let $(G, \phi) \in \text{Flow}(\mathfrak{A})$ and $C \in \mathcal{C}(G)$. Does the $\phi$-trajectory of $C$ converge?

If this is not true in general, classify the flows $(G, \phi) \in \text{Flow}(\mathfrak{A})$ such that the $\phi$-trajectory of $C$ converges for every $C \in \mathcal{C}(G)$. 

Unauthenticated
Now we restrict to the context of discrete Abelian groups. Following [8], fix a flow \((G, \phi) \in \text{Flow}(\mathcal{G})\); as usual we consider on \(G\) the Haar measure given by the cardinality of subsets. Hence, given \(F \in \mathcal{C}(G)\), the sequence defined above becomes

\[ \tau_F : \mathbb{N}_+ \to \mathbb{R}_{>0} \text{ such that } n \mapsto \tau_F(n) = |T_n(\phi, F)|. \]

For every \(n \in \mathbb{N}_+\), \(\tau_F(n) \leq |F|^n\), thus the sequence \(\{\tau_F(n) : n \in \mathbb{N}_+\}\) has at most exponential growth. This justifies the following definitions given in [8]:

1. \((G, \phi)\) has exponential growth at \(F\) if there exists \(b \in \mathbb{R}, b > 1\), such that \(\tau_F(n) \geq b^n\) for every \(n \in \mathbb{N}_+\);
2. \((G, \phi)\) has polynomial growth at \(F\) if there exists \(P_F(X) \in \mathbb{Z}[X]\) such that \(\tau_F(n) \leq P_F(n)\) for every \(n \in \mathbb{N}_+\).

If the growth of \((G, \phi)\) at \(F\) is polynomial, then \(H_A(\phi, F) = 0\). On the other hand, if the growth of \((G, \phi)\) at \(F\) is exponential, then \(H_A(\phi, F) \neq 0\). Nevertheless, for an arbitrary sequence there are a lot of possible growths between polynomial and exponential. One of the main results from [8] states that this is not the case for sequences of the form \(\{\tau_F(n) : n \in \mathbb{N}_+\}\):

**Theorem 4.13** (Dichotomy Theorem). Let \((G, \phi) \in \text{Flow}(\mathcal{G})\) and \(F \in \mathcal{C}(G)\). Then:

1. \(H(\phi, F) = 0\) if and only if \((G, \phi)\) has polynomial growth at \(F\);
2. \(H(\phi, F) > 0\) if and only if \((G, \phi)\) has exponential growth at \(F\).

In particular, \((G, \phi)\) has either exponential or polynomial growth at \(F\).

To prove this theorem the following consequence of the Algebraic Yuzvinski Formula is applied in [8]. In particular, it is used to find non-zero periodic points of an automorphism of \(\mathbb{Q}^N\) with zero algebraic entropy.

**Corollary 4.14.** Let \(N\) be a positive integer and \(\phi : \mathbb{Q}^N \to \mathbb{Q}^N\) an automorphism. If \(h_A(\phi) = 0\), then all the eigenvalues of \(\phi\) are roots of unity.

Indeed the Algebraic Yuzvinski Formula implies that the characteristic polynomial \(p_\phi(X)\) of such \(\phi\) over \(\mathbb{Z}\) is monic and all the roots \(\{\lambda_i : i = 1, \ldots, N\} \subseteq \mathbb{C}\) of \(p_\phi(X)\) have \(|\lambda_i| \leq 1\). Now Kronecker Theorem [21] implies that all \(|\lambda_i| = 1\).

For more details about this topic see [8]. We conclude with the following general problem.

**Problem 4.15.** Extend (when it is possible) the results from [8] to the general case of \(\text{Flow}(\mathcal{G})\).

Does the dichotomy of growths hold also in this general case or is it possible to find flows of intermediate growth in \(\text{Flow}(\mathcal{G})\)?

Let us remark that the growth of flows is strictly related to the classical notion of growth rate of finitely generated groups that was introduced in geometric group theory by Milnor. In fact, as explained in [6], the notion of algebraic entropy can be extended to (locally compact) groups that are not necessarily abelian. Then, also the notion of growth of flows recalled above is extended to the non-abelian case, and this general notion extends Milnor’s growth rate to flows.

Answering Milnor’s famous problem, Gromov proved that a finitely generated group has polynomial growth if and only if it has a nilpotent subgroup of finite index. On the other hand, Grigorchuck furnished his famous example of a finitely generated group of intermediate growth. In this context, Theorem 4.13 appears as a natural extension of Gromov’s result in the commutative setting.

5 Algebraic Yuzvinski Formula for the intrinsic algebraic entropy

Let us start recalling the definition of intrinsic algebraic entropy given in [9]. Indeed, let \(G\) be an Abelian group and let \(\phi : G \to G\) an endomorphism. A subgroup \(H\) of \(G\) is \(\phi\)-inert if \((H + \phi(H))/H\) is finite. Recall that, by [9, Lemma 2.4], if \(G\) is a torsion-free Abelian group of finite rank and if \(H\) is a finitely generated subgroup
of $G$ of maximal rank, then $H$ is $\phi$-inert.

Given a $\phi$-inert subgroup $H$ of $G$, the intrinsic algebraic entropy of $\phi$ with respect to $H$ is

$$\widetilde{\text{ent}}(\phi, H) = \lim_{n \to \infty} \frac{\log |T_n(\phi, H)/H|}{n}.$$  

The intrinsic algebraic entropy of $\phi$ is

$$\widetilde{\text{ent}}(\phi) = \sup \{ \widetilde{\text{ent}}(\phi, H) : H \text{ is } \phi\text{-inert} \}.$$  

As proved in [9, Proposition 3.6], the inequalities $\text{ent}(\phi) \leq \widetilde{\text{ent}}(\phi) \leq h_A(\phi)$ hold true, and the three notions of algebraic entropy coincide in case $G$ is torsion.

The following result proved in [9, Theorem 4.2] is an Algebraic Yuzvinski Formula for the intrinsic algebraic entropy. The aim of this section is to give a completely algebraic and self-contained proof of this fact, using a different approach to the one adopted in [9].

**Theorem 5.1.** If $N$ is a positive integer, $\phi : \mathbb{Q}^N \to \mathbb{Q}^N$ is an endomorphism and $s$ is the leading coefficient of the characteristic polynomial $p_\phi(X)$ of $\phi$ over $\mathbb{Z}$, then

$$\widetilde{\text{ent}}(\phi) = \log s.$$  

The following properties of the intrinsic algebraic entropy are proved in [9]:

**Fact 5.2.** Let $G$ be an Abelian group and let $\phi : G \to G$ be an endomorphism. The following statements hold true:

1. If $H \leq G$ is finitely generated, $\phi$-inert and such that $G = T(\phi, H)$, then $\widetilde{\text{ent}}(\phi) = \widetilde{\text{ent}}(\phi, H)$;
2. If $\{G_i\}_{i \in I}$ is a directed family of $\phi$-invariant subgroups of $G$ such that $\bigcup_{i \in I} G_i = G$, then $\widetilde{\text{ent}}(\phi) = \sup_{i \in I} \text{ent}(\phi |_{G_i}).$

Notice that the second fact above is equivalent to say that the function $\widetilde{\text{ent}}$ is upper continuous on $\text{Flow}(\mathfrak{A})$. Furthermore, a useful consequence of Fact 5.2 is the following.

**Corollary 5.3.** Let $N$ be a a positive integer, let $V = \mathbb{Q}^N$ and let $\phi : V \to V$ be an endomorphism. If $H$ is a finitely generated subgroup of $V$ of maximal rank, then $\text{ent}(\phi) = \text{ent}(\phi, H)$.

**Proof.** By property (1) in Fact 5.2, $\widetilde{\text{ent}}(\phi, H) = \text{ent}(\phi |_{T(\phi, H)})$. Furthermore, since $H$ has maximal rank, $\mathbb{Q} \otimes_{\mathbb{Z}} T(\phi, H) = V$. Using property (2) in Fact 5.2 and arguing as in Lemma 4.7, this shows that $\widetilde{\text{ent}}(\phi |_{T(\phi, H)}) = \text{ent}(\phi)$.

The following is a limit-free formula for the computation of the intrinsic algebraic entropy of automorphisms of Abelian groups. It generalizes its counterpart for the algebraic entropy of automorphisms of torsion Abelian groups stated in [35] (see also [5] for a proof).

**Lemma 5.4.** Let $G$ be an Abelian group and let $\phi : G \to G$ be an automorphism. Let $H$ be a finitely generated $\phi$-inert subgroup of $G$. Then

$$\widetilde{\text{ent}}(\phi, H) = \log |\phi(T(\phi^{-1}, H)/T(\phi^{-1}, H))|.$$  

**Proof.** By [9, Lemma 3.2],

$$\widetilde{\text{ent}}(\phi, H) = \lim_{n \to \infty} \log \left| \frac{T_{n+1}(\phi, H)}{T_n(\phi, H)} \right|.$$  

Furthermore, for every $n \in \mathbb{N}_+$,

$$\frac{T_{n+1}(\phi, H)}{T_n(\phi, H)} \cong \frac{\phi^n(H)}{\phi^n(H) \cap T_n(\phi, H)} \cong \frac{\phi(H)}{\phi(H) \cap T_n(\phi^{-1}, H)}.$$
Let us prove that Proposition 5.5. Let Theorem 5.1. Proposition 5.5 also follows from a more general Addition Theorem in [9], but the proof in [9] depends on.

We use this result to give a direct proof of Theorem 5.1 deducing it from Proposition 5.6 below. Notice that increasing sequence of subgroups \( \{ \phi(H) \cap T_n(\phi^{-1}, H) \}_{n \in \mathbb{N}} \) stabilizes. Hence, \( \phi(H) \cap T(\phi^{-1}, H) = \phi(H) \cap T_n(\phi^{-1}, H) \) for all \( n \in \mathbb{N} \), large enough. Therefore, for all \( n \in \mathbb{N} \), large enough,

\[
\frac{\phi(H)}{\phi(H) \cap T_n(\phi^{-1}, H)} \cong \frac{\phi(H)}{\phi(H) \cap T(\phi^{-1}, H)} \cong \frac{\phi(T(\phi^{-1}, H))}{T(\phi^{-1}, H)}.
\]

Now (5.1) gives the thesis. \( \Box \)

In the following proposition we show the additivity of \( \widetilde{\text{ent}} \) on flows of divisible Abelian groups of finite rank. We use this result to give a direct proof of Theorem 5.1 deducing it from Proposition 5.6 below. Notice that Proposition 5.5 also follows from a more general Addition Theorem in [9], but the proof in [9] depends on Theorem 5.1.

**Proposition 5.5.** Let \( N \) be a positive integer, let \( V = \mathbb{Q}^N \) and let \( \phi : V \to V \) be an endomorphism. If \( W \leq V \) is a \( \phi \)-invariant subspace, then

\[
\widetilde{\text{ent}}(\phi) = \widetilde{\text{ent}}(\phi \mid_W) + \widetilde{\text{ent}}(\bar{\phi}),
\]

where \( \bar{\phi} : V/W \to V/W \) is the map induced on the quotient.

**Proof.** Let us start noticing that, since \( \ker(\phi^n) \subseteq \ker(\phi^{n+1}) \) for every natural number \( n \), there exists \( k \leq N \) such that \( \ker(\phi^k) = \ker(\phi^{k+1}) = K \). Denote by

\[
\psi : V/K \to V/K \quad \psi_W : (W + K)/K \to (W + K)/K \quad \bar{\psi} : V/(W + K) \to V/(W + K)
\]

the maps induced by \( \phi \); these three maps are automorphisms (they are injective endomorphisms of finite dimensional vector spaces). We claim that

\[
\text{ent}(\phi) = \text{ent}(\psi) \quad \text{ent}(\phi \mid_W) = \text{ent}(\psi_W) \quad \text{ent}(\bar{\phi}) = \text{ent}(\bar{\psi}),
\]

Let us prove that \( \widetilde{\text{ent}}(\phi) = \text{ent}(\psi) \), the other two equalities follow similarly. Indeed, let \( H \leq V \) be a finitely generated subgroup of \( V \) of maximal rank; then \( (H + K)/K \) is a subgroup of \( V/K \) of maximal rank (indeed, \( \text{rk}(V/K) - \text{rk}((H + K)/K) = \text{rk}(V/(H + K)) \leq \text{rk}(V/H) = 0 \)). Let also \( K' = K \cap T(\phi, H) \). Using the Noetherianity of \( \mathbb{Z}[X] \), one can find a finitely generated subgroup \( F \subseteq K' \) such that \( K' = T(\phi, F) \). Since by construction \( F \subseteq K' \), \( T(\phi, F) = T_k(\phi, F) \) and so \( K' \) is a finitely generated group. Thus, \( H' = H + K' \) is a finitely generated subgroup of \( V \) of maximal rank, and so

\[
\widetilde{\text{ent}}(\phi) = \widetilde{\text{ent}}(\phi, H) = \widetilde{\text{ent}}(\phi, H') \quad \text{and} \quad \widetilde{\text{ent}}(\phi) = \widetilde{\text{ent}}(\phi, (H + K)/K)
\]

by Corollary 5.3. It remains to show that \( \widetilde{\text{ent}}(\phi, H') = \widetilde{\text{ent}}(\phi, (H + K)/K) \), but this follows easily by the following sequence of isomorphisms, that holds for all \( n \in \mathbb{N}_+ \):

\[
\frac{T_n(\phi, H')}{H'} \cong \frac{T_n(\phi, H) + (K \cap T(\phi, H))}{H + (K \cap T(\phi, H))} \cong \frac{T_n(\psi, (H + K)/K)}{(H + K)/K}.
\]

Suppose now that \( \phi \) is an automorphism, this can be done by the above discussion. In this case also \( \phi \mid_W \) and \( \bar{\phi} \) are automorphisms. Choose two finitely generated subgroups \( H_1 \leq W \) and \( H_2 \leq V/W \) of maximal rank.
and let \( H \leq V \) be a finitely generated subgroup of maximal rank such that \( H_1 \leq H \) and \( H + W/W = \overline{H}_2 \). By Corollary 5.3,

\[
\overline{\text{ent}}(\phi) = \overline{\text{ent}}(\phi, H), \quad \overline{\text{ent}}(\phi \restriction_W) = \overline{\text{ent}}(\phi, H \cap W) \quad \text{and} \quad \overline{\text{ent}}(\phi) = \overline{\text{ent}}(\phi, H + W/W).
\]

Let also \( H' = T(\phi^{-1}, H) \); by Proposition 5.4 we have \( \overline{\text{ent}}(\phi, H) = \log |\phi(H')/H'| \). Similarly, one has

\[
\overline{\text{ent}}(\phi \restriction_W, H \cap W) = \log |(\phi(H') \cap W)/(H' \cap W)|
\]

and

\[
\overline{\text{ent}}(\phi, H/(H \cap W)) = \log |(\phi(H') + W)/(H' + W)|.
\]

Consider now the following commutative diagram with exact rows:

\[
\begin{array}{ccccccc}
0 & \rightarrow & W \cap H' & \rightarrow & H' & \rightarrow & (H' + W)/W & \rightarrow & 0 \\
0 & \rightarrow & \phi(W \cap H') & \rightarrow & \phi(H') & \rightarrow & (\phi(H') + W)/W & \rightarrow & 0 \\
\end{array}
\]

where the columns are the canonical inclusions. Using the Snake Lemma one obtains directly that

\[
\overline{\text{ent}}(\phi) = \log |\phi(H')/H'| = \log |\phi(W \cap H')/W \cap H'| + \log |(\phi(H') + W)/H' + W| = \overline{\text{ent}}(\phi \restriction_W) + \overline{\text{ent}}(\phi),
\]

so the thesis. \( \square \)

In the following proposition we prove a particular case of Theorem 5.1, from which we will deduce the theorem using Proposition 5.5.

In what follows we use the well-known fact that, if \( \phi : \mathbb{Q}^N \to \mathbb{Q}^N \) is an endomorphism, the characteristic polynomial \( p_\phi(X) \) of \( \phi \) over \( \mathbb{Z} \) is irreducible if and only if the only proper \( \phi \)-invariant subspace of \( \mathbb{V} \) is 0.

**Proposition 5.6.** Let \( N \) be a positive integer and let \( \phi : \mathbb{Q}^N \to \mathbb{Q}^N \) be an endomorphism whose characteristic polynomial over \( \mathbb{Z} \)

\[
p_\phi(X) = sX^N + a_1X^{N-1} + \cdots + a_{N-1}X + a_N
\]

is irreducible of degree \( N \). Then \( \overline{\text{ent}}(\phi) = \log s \).

**Proof.** Let \( Z \leq \mathbb{Q}^N \) be a free subgroup of rank 1. We prove first that

\[
\text{rk}(T_N(\phi, Z)) = N,
\]

that is, \( F = T_N(\phi, Z) \) has maximal rank. In fact, since \( p_\phi(X) \) is irreducible, the only proper \( \phi \)-invariant subspace of \( \mathbb{Q}^N \) is the trivial one. Hence, the \( \phi \)-invariant subspace \( T(\phi, D(Z)) = D(T(\phi, Z)) \) is the whole \( \mathbb{Q}^N \), so \( \text{rk}(T(\phi, Z)) = N \). If, looking for a contradiction, \( \text{rk}(T_N(\phi, Z)) < N \), then there exists \( k < N \) such that \( \text{rk}(T_k(\phi, Z)) = \text{rk}(T_{k+1}(\phi, Z)) \), that is, \( \phi^kZ \subseteq D(T_k(\phi, Z)) \). But then, \( \phi^{k+1}Z \subseteq \phi D(T_k(\phi, Z)) \subseteq D(T_{k+1}(\phi, Z)) = D(T_k(\phi, Z)) \); proceeding by induction this way, one shows that \( T(\phi, Z) \not< D(T_k(\phi, Z)) \) which contradicts the fact that \( \text{rk}(T(\phi, Z)) = N \). Therefore, \( F \) has maximal rank. Since \( F \) is also finitely generated, Corollary 5.3 yields

\[
\overline{\text{ent}}(\phi) = \overline{\text{ent}}(\phi, F).
\]

Notice that

\[
\frac{F + \phi(F)}{F} = \frac{T_{N+1}(\phi, Z)}{T_N(\phi, Z)} \approx \frac{\phi^N(Z)}{T_N(\phi, Z) \cap \phi^N(Z)}
\]

that is, \((F + \phi(F))/F\) is a quotient of \( Z \). On the other hand, using the explicit form of the characteristic polynomial, we have that \( s\phi^N(Z) \subseteq T_N(\phi, Z) \). Thus, the multiplication by \( s \) is the trivial morphism on \((F + \phi(F))/F\). In particular, \((F + \phi(F))/F\) is a quotient of \( Z/sZ \). This implies that

\[
\overline{\text{ent}}(\phi, F) \leq \log |(F + \phi(F))/F| \leq \log |Z/sZ| = \log |Z| = \log s.
\]
It remains to verify the converse inequality. By the irreducibility of \( p_\phi(X) \), one can say that, given a polynomial \( p(X) \in \mathbb{Q}[X] \) such that \( p(\phi) = 0 \), then \( p_\phi(X) \) divides \( p(X) \) in \( \mathbb{Q}[X] \). Furthermore, fixed a generator \( z \) of \( \mathbb{Z} \) and given an element \( x \in \mathbb{Q}^N \), since \( D(F) = \mathbb{Q}^N \) by the maximality of the rank of \( F \) proved above, there exists \( 0 \neq \alpha \in \mathbb{Z} \) such that \( ax \in F \). So, one can find non-trivial integers \( a_1, \ldots, a_N \) such that \( ax = a_1z + \ldots + a_N\phi^{N-1}(z) \). Using this fact, one shows that

\[
p(\phi) = 0 \text{ if and only if } p(\phi)(z) = 0.
\]

We have obtained that, for any given \( p(X) \in \mathbb{Q}[X] \)

\[
\text{if } p(\phi)(z) = 0, \text{ then } p_\phi(X) \text{ divides } p(X) \text{ in } \mathbb{Q}[X].
\]

Since \( p_\phi(X) \in \mathbb{Z}[X] \), if also \( p(X) \in \mathbb{Z}[X] \) and \( p(X) \) is primitive, as a consequence of Gauss Lemma we have that \( p_\phi(X) \) divides \( p(X) \) in \( \mathbb{Z}[X] \).

Now suppose, looking for a contradiction, that there exist a positive integer \( k \in \mathbb{N}_+ \) and \( t \in \mathbb{N} \), such that \( |T_{k+1}(\phi, F)/T_k(\phi, F)| = t \leq s \). This means that \( tT_{k+1}(\phi, F) \subseteq T_k(\phi, F) \) and so \( t\phi(N+k)Z \subseteq T_k(\phi, F) = T_{N+k}(\phi, Z) \), that is, \( t\phi(N+k)(z) \in T_{N+k}(\phi, Z) \). Hence, we can find a polynomial \( p(X) \in \mathbb{Z}[X] \) of degree \( N + k \) and with leading coefficient \( t \), such that \( p(\phi)(z) = 0 \). We can assume without loss of generality that \( p(X) \) is primitive. By the above discussion, \( p_\phi(X) \) divides \( p(X) \) in \( \mathbb{Z}[X] \) and so \( s/t \) in \( \mathbb{Z} \), which is the contradiction we were looking for. Therefore, \( |T_{k+1}(\phi, F)/T_k(\phi, F)| = s \) for every \( k \in \mathbb{N}_+ \), and so \( \text{ent}(\phi, F) \geq \log s \).

**Proof of Theorem 5.1.** Let \( N \) be a positive integer, \( V = \mathbb{Q}^N \), and let \( \phi : V \to V \) be an endomorphism. Let \( p_\phi(X) \) be the characteristic polynomial of \( \phi \) over \( \mathbb{Z} \) and let \( s \in \mathbb{N}_+ \) be the leading coefficient of \( p_\phi(X) \).

We can consider the flow \( (V, \phi) \) as a \( \mathbb{Q}[X] \)-module, letting \( X \cdot \nu = \phi(\nu) \) for every \( \nu \in V \). Since it is a \( \mathbb{Q}[X] \)-module of finite length, there exists a composition series

\[
0 = V_0 \subsetneq V_1 \subsetneq \ldots \subsetneq V_k \subsetneq V_{k+1} = V,
\]

where each \( V_i \) is a \( \mathbb{Q}[X] \)-submodule of \( V \). In particular, each \( V_i \) is a \( \phi \)-invariant subspace of \( V \). For every \( i \in \{0, \ldots, k\} \), denote by \( \phi_i \) the endomorphism induced by \( \phi \) on \( V_{i+1}/V_i \) and let \( p_\phi(X) \) be the characteristic polynomial of \( \phi_i \) over \( \mathbb{Z} \).

By Proposition 5.5 we have that \( \text{ent}(\phi \mid_{V_{i+1}}) = \text{ent}(\phi_i \mid_{V_i}) + \text{ent}(\phi_{i+1}) \) for every \( i \in \{1, \ldots, k\} \). Then

\[
\text{ent}(\phi) = \text{ent}(\phi_1) + \ldots + \text{ent}(\phi_{k+1}). \tag{5.2}
\]

Moreover, \( p_{\phi \mid_{V_{i+1}}}(X) = p_{\phi_i}(X)p_{\phi}(X) \) for every \( i \in \{0, \ldots, k\} \). Hence, \( p_\phi(X) = p_{\phi_1}(X) \cdot \ldots \cdot p_{\phi_k}(X) \). Let \( s_i \in \mathbb{N}_+ \) be the leading coefficient of \( p_{\phi_i} \) for every \( i \in \{1, \ldots, k\} \). Then

\[
s = s_1 \cdot \ldots \cdot s_k. \tag{5.3}
\]

Since the quotient \( V_{i+1}/V_i \) is a simple \( \mathbb{Q}[X] \)-module, so \( p_{\phi_i}(X) \) is irreducible. Hence, by Proposition 5.6 we have that \( \text{ent}(\phi_i) = \log s_i \) for every \( i \in \{1, \ldots, k\} \). Therefore, (5.2) and (5.3) yield \( \text{ent}(\phi) = \log s \).
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