A Simple Coding Procedure Enhances a Neuron’s Information Capacity
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The contrast-response function of a class of first order interneurons in the fly’s compound eye approximates to the cumulative probability distribution of contrast levels in natural scenes. Elementary information theory shows that this matching enables the neurons to encode contrast fluctuations most efficiently.

Efficient means of apportioning the neuron’s limited response range: the inputs should be encoded so that all response levels are used with equal frequency. Under this condition the information carried by the responses can be maximised because the information channel achieves its maximum entropy [3, 4].

For the simplest case of a neuron representing a single input parameter with a single output parameter, this optimum can be attained when the input-output function corresponds to the cumulative probability function for the different input levels (Fig. 1), because equal output excursions correspond to equal probabilities of input. The technique of using a cumulative probability function as a
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**Fig. 1.** The coding strategy for maximising a neuron’s information capacity by ensuring that all response levels are used with equal frequency. Upper curve – probability density function for stimulus intensities. Lower curve: – the intensity-response function that implements the strategy. In this example the neuron has 10 response states, corresponding to 10 “just noticeable differences” in response. The intensity-response function ensures that the interval between each response level encompasses an equal area under the intensity distribution, so that each state is used with equal frequency. In the limit where the states are vanishingly small this intensity-response function corresponds to the cumulative probability function for stimulus intensities.
coding characteristic is used in digital image processing, and is called “histogram equalization” [5]. Note that this coding procedure amplifies inputs in proportion to their expected frequency of occurrence, using the response range for the better resolution of common events, rather than reserving large portions for the improbable.

To see if the first order interneurons of the blowfly’s compound eye use this coding procedure I compared their contrast-response functions with the contrast levels measured in natural scenes, such as dry sclerophyll woodland and lakeside vegetation. Relative intensities were measured across these scenes using a detector which scanned horizontally, like the ommatidium of a turning fly. It consisted of a PIN photodiode, operating within its linear range, in the focal plane of a quartz lens. A combination of colored glass filters (Schott, KG 3 + BG 38) was used to give the detector a spectral sensitivity similar to a fly monopolar cell [3]. The scans were digitised at intervals of 0.07° and convolved with a Gaussian point spread function of half-width 1.4°, corresponding to the angular sensitivity of a fly photoreceptor [6]. Contrast values were obtained by dividing each scan into intervals of 10, 25 or 50°. Within each interval the mean intensity, $I$, was found, and subtracted from every data point to give the fluctuation about the mean, $ΔI$. This difference value was divided by the mean to give the contrast, $ΔI/I$. The cumulative probability distribution of contrast levels (Fig. 2) was derived from 15000 readings. As expected, the range of contrasts encountered increased with the width of the interval used, but the difference between the two larger intervals, 25° and 50°, was small.

The interneuron’s contrast-response function was measured using the techniques developed for intracellular recording in the intact retina of the blowfly, *Calliphora stygia* [3, 6]. Individual LMC’s were light adapted by a bright steady background and the responses to sudden increments and decrements about this level recorded (Fig. 2). Repeated responses to the same stimulus were averaged to enhance the reliability of the data. The light adapted contrast-response function approximates to the sigmoidal form of the cumulative probability function for contrast levels in natural scenes (Fig. 2). This matching indicates that this class of neurons uses the strategy for efficient coding suggested by information theory. Since small departures from response equiprobability have a marginal effect on entropy [4], there should be little redundancy associated with the LMC response to natural scenes.

The successful application of a central concept from information theory, entropy, to a neuron’s transfer function validates Barlow’s suggestion that redundancy reduction is an important principle in neural coding [1]. In this context it is interesting that many of the bipolar [7] and ganglion cells [8] of the vertebrate retina have intensity-response functions

![Fig. 2. The contrast-response function of light adapted fly LMC’s compared to the cumulative probability function for natural contrasts (50° interval). Response is normalised with the maximum amplitude to light off as 0.0, and the maximum amplitude to an increment as 1.0. Data points averaged from 6 cells; range bars show total scatter. Inset shows the averaged responses of an LMC to four contrast steps (the cell hyperpolarises to increments and depolarises to decrements). The stimulus, a Siemens LD57C light emitting diode (LED) subtending 2° and filling the centre of the LMC’s receptive field; was mounted in the centre of the reflecting screen of diameter 16°. LED and screen brightnesses were equalised by setting the mean LED intensity so that its substitution for the screen in the centre of the field generated a negligible response. Contrast steps were generated by setting the LED driving voltage to a new level for 100 ms, and the corresponding contrast determined by recording the driving voltages and referring these to the diode’s voltage/intensity curve, determined *in situ*. Mean light levels where 2.5 to 3.0 log units above the intensity producing a half maximal response from the dark adapted LMC.](image-url)
similar to LMC’s, suggesting that the efficient coding of the available information into neurons is an essential first step in visual processing. The strategy of matching a neuron’s input-output function to the expected distribution of signals so as to increase the information capacity is equivalent to impedance matching, ensuring that the maximum amount of information is transferred between elements. For this reason the coding procedure described here might find a wider application among nervous systems.
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