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                        Abstract

                        
                            In order to enhance the performance of machine translation, this article briefly introduced algorithms that can be used to extract semantic feature vectors. Then, the aforementioned algorithms were integrated with the encoder–decoder translation algorithm, and the resulting algorithms were subsequently tested. First, the performance of the semantic recognition of the long short-term memory (LSTM)-based semantic feature extractor was tested, followed by a comparison with the translation algorithm that does not include semantic features, as well as the translation algorithm that incorporates convolutional neural network-extracted semantic features. The findings demonstrated that the LSTM-based semantic feature extractor accurately identified the semantics of the source language. The proposed translation algorithm, which is based on LSTM semantic features, achieved more accurate translations compared to the other two algorithms. Furthermore, it was less affected by the length of the source language.
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                            The present study examined the usage of deep convolutional neural networks (DCNNs) for the classification, segmentation, and detection of the images of surface defects in heritage buildings. A survey was conducted on the building surface defects in Gulang Island (a UNESCO World Cultural Heritage Site), which were subsequently classified into six categories according to relevant standards. A Swin Transformer- and YOLOv5-based model was built for the automated detection of surface defects. Experimental results suggested that the proposed model was 99.2% accurate at classifying plant penetration and achieved a mean intersection-over-union (mIoU) of over 92% in relation to moss, cracking, alkalization, staining, and deterioration, outperforming CNN-based semantic segmentation networks such as FCN, PSPNet, and DeepLabv3plus. The Swin Transformer-based approach for the segmentation of building surface defect images achieved the highest accuracy regardless of the evaluation metric (with an mIoU of 90.96% and an mAcc of 95.78%), when contrasted to mainstream DCNNs such as SegFormer, PSPNet, and DANet.
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                        Abstract

                        
                            Although traditional image classification techniques are often used in authentic ways, they have several drawbacks, such as unsatisfactory results, poor classification accuracy, and a lack of flexibility. In this study, we introduce a combination of convolutional neural network (CNN) and support vector machine (SVM), along with a modified bag of visual words (BoVW)-based image classification model. BoVW uses scale-invariant feature transform (SIFT) and Oriented Fast and Rotated BRIEF (ORB) descriptors; as a consequence, the SIFT–ORB–BoVW model developed contains highly discriminating features, which enhance the performance of the classifier. To identify appropriate images and overcome challenges, we have also explored the possibility of utilizing a fuzzy Bag of Visual Words (BoVW) approach. This study also discusses using CNNs/SVM to improve the proposed feature extractor’s ability to learn more relevant visual vocabulary from the image. The proposed technique was compared with classic BoVW. The experimental results proved the significant enhancement of the proposed technique in terms of performance and accuracy over state-of-the-art models of BoVW.
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                        Abstract

                        
                            Internet has become the primary source of extracurricular entertainment for college students in today’s information age of Internet entertainment. However, excessive Internet addiction (IA) can negatively impact a student’s daily life and academic performance. This study used Stochastic models to gather data on campus education behaviour, extract the temporal characteristics of university students’ behaviour, and build a Stochastic dropout long short-term memory (LSTM) network by fusing Dropout and LSTM algorithms in order to identify and analyse the degree of IA among university students. The model is then used to locate and forecast the multidimensional vectors gathered, and finally to locate and evaluate the extent of university students’ Internet addiction. According to the experiment’s findings, there were 4.23% Internet-dependent students among the overall (5,861 university students), and 95.66% of those students were male. The study examined the model using four dimensions, and the experimental findings revealed that the predictive model suggested in the study had much superior predictive performance than other models, scoring 0.73, 0.72, 0.74, and 0.74 on each dimension, respectively. The prediction model outperformed other algorithms overall and in the evaluation of the four dimensions, performing more evenly than other algorithms in the performance comparison test with other similar models. This demonstrated the superiority of the research model.
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                        Abstract

                        
                            The quality of the output produced by the multi-layer perceptron neural network depends on the careful selection of its weights and biases. The gradient descent technique is commonly used for choosing MLP’s optimal configuration, but it can suffer from being stuck in local optima and slow convergence toward promising regions in the search space. In this article, we propose two new optimization algorithms based on the moth-flame optimization algorithm (MFO), which mimics moths’ special navigation methods at night. We use these algorithms to enhance the performance of the training process of the MLP neural network. To demonstrate the effectiveness of our approach, we apply it to the problem of predicting iron ore prices, which plays an important role in the continuous development of the steel industry. We use a large number of features to predict the iron ore price, and we select a promising set of features using two feature reduction methods: Pearson’s correlation and a newly proposed categorized correlation. Surprisingly, new features not mentioned in the literature are discovered, and some are discarded. The time series dataset used has been extracted from several sources and pre-processed to fit the proposed model. We compare our two proposed MFO algorithms, the roulette wheel moth-flame optimization algorithm and the global best moth-flame optimization algorithm, against four swarm intelligence algorithms and five classical machine learning techniques when predicting the iron ore price. The results acquired indicate the superior performance of the suggested algorithms concerning prediction accuracy, root-mean-square error, mean-square error, average absolute relative deviation, and mean absolute error. Overall, our work presents a promising approach for improving the performance of MLP neural networks, and it demonstrates its effectiveness in the challenging problem of predicting iron ore prices.
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                        Abstract

                        
                            Bitcoin (BTC) is one of the most important cryptocurrencies widely used in various financial and commercial transactions due to the fluctuations in the price of this currency. Recent research in large data analytics and natural language processing has resulted in the development of automated techniques for assessing the sentiment in online communities, which has emerged as a crucial platform for users to express their thoughts and comments. Twitter, one of the most well-known social media platforms, provides many tweets about the BTC cryptocurrency. With this knowledge, we can apply deep learning (DL) to use these data to predict BTC price variations. The researchers are interested in studying and analyzing the reasons contributing to the BTC price’s erratic movement by analyzing Twitter sentiment. The main problem in this article is that no standard model with high accuracy can be relied upon in analyzing textual emotions, as it represents one of the factors affecting the rise and fall in the price of cryptocurrencies. This article aims to classify the sentiments of an expression into positive, negative, or neutral emotions. The methods that have been used are word embedding FastText model in addition to different DL methods that deal with time series, one-dimensional convolutional neural networks (CONV1D), long-short-term memory networks (LSTMs), recurrent neural networks, gated recurrent units, and a Bi-LSTM + CONV1D The main results revealed that the LSTM method, based on the DL technique, achieved the best results. The performance accuracy of the methods was 95.01, 95.95, 80.59, 95.82, and 95.67%, respectively. Thus, we conclude that the LSTM method achieved better results than other methods in analyzing the textual sentiment of BTC.
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                            To prevent in a short time the rapid increase of tourists and corresponding traffic restriction measures’ lack in scenic areas, this study established a prediction model based on an improved convolutional neural network (CNN) and long- and short-term memory (LSTM) combined neural network. The study used this to predict the inflow and outflow of tourists in scenic areas. The model uses a residual unit, batch normalization, and principal component analysis to improve the CNN. The experimental results show that the model works best when batches’ quantity is 10, neurons’ quantity in the LSTM layer is 50, and the number of iterations is 50 on a workday; on non-working days, it is best to choose 10, 100, or 50. Using root mean square error (RMSE), normalized root mean square error (NRMSE), mean absolute percentage error (MAPE), and mean absolute error (MAE) as evaluation indicators, the inflow and outflow RMSEs of this study model are 82.51 and 89.80, MAEs are 26.92 and 30.91, NRMSEs are 3.99 and 3.94, and MAPEs are 1.55 and 1.53. Among the various models, this research model possesses the best prediction function. This provides a more accurate prediction method for the prediction of visitors’ flow rate in scenic spots. Meanwhile, the research model is also conducive to making corresponding flow-limiting measures to protect the ecology of the scenic area.
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                            Sub-health problems are becoming increasingly serious in today’s society, and some organizations are not paying enough attention to adolescent sports health data. For adolescent sports, health needs to be measured regularly and tested constantly so that the intake of diet and medication can be reasonably adjusted according to their biochemical indicators. The Smart Health Life Growth Cloud System can effectively manage residents’ health data digitally and informally, enabling users to manage their health data better and facilitating doctors to keep abreast of users’ health conditions, while also facilitating the government to conduct research and studies on the physical fitness of adolescents in the areas under its jurisdiction. The cloud-based management platform for student physical health management relies on the mobile internet as a practical service platform whose primary role is to provide young people with a convenient sporting life, focusing on practicality, service, and interactivity. We also collect sensor data to detect gait patterns (with or without leg contact) and filter them through an adaptive hybrid filter to differentiate between the two patterns. In turn, the Smart Health Life Growth Cloud system changes the traditional medical model and greatly improves the information and intelligence of the healthcare industry. Using the exercise individual health evaluation model in this article is controlled to be within 20%, thus concluding that the exercise individual health evaluation model proposed in this article can predict the exercise limit of an exercise individual more accurately.
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                            In response to the limitations of the existing online learning system regarding the efficiency and accuracy of the question-and-answer (Q&A) teacher recommendation method, this research develops a Q&A teacher recommendation model utilizing a Graph Convolutional Neural Network. First, a time-sensitive online learning Q&A teacher recommendation model (A Time Sensitive Online Learning Q&A Teacher Recommendation Model; TSRM) is proposed to address the shortcomings that current recommendation methods ignore, i.e., the teacher’s ability to answer questions with time changes. Then, a TSRM based on Short and Long Term Interest for Answering Questions (LSTR) is proposed to address the problem that the current recommendation methods ignore, i.e., the types of questions of student users’ concerns can change. Finally, we combine the TSRM model and LSTR model to build an intelligent recommendation model for answering teachers. The conclusion is that the accuracy rate of TSRM model on the test set is 99.5%, and the recommendation success rate of LSTR model reaches 98.4%, which are better than the other two models. The above results can show that the LSTR model and TSRM model constructed by the study have high performance and can effectively perform the recommendation of answering teachers in the online learning system, thus improving the efficiency of solving students’ problem, improving students’ learning effect, and contributing to the development of university education informatization.
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                            Remote sensing (RS) image processing has made significant progress in the past few years, but it still faces some problems such as the difficulty in processing large-scale RS image data, difficulty in recognizing complex background, and low accuracy and efficiency of processing. In order to improve the existing problems in RS image processing, this study dealt with ConvNext-convolutional neural network (CNN) and big data (BD) in parallel. Moreover, it combined the existing RS image processing with the high dimensional analysis of data and other technologies. In this process, the parallel processing of large data and high-dimensional data analysis technology improves the difficulty and low efficiency of large-scale RS image data processing in the preprocessing stage. The ConvNext-CNN optimizes the two modules of feature extraction and object detection in RS image processing, which improves the difficult problem of complex background recognition and improves the accuracy of RS image processing. At the same time, the performance of RS image processing technology after neural networks (NNs) and BD fusion and traditional RS image processing technology in many aspects are analyzed by experiments. In this study, traditional RS image processing and RS image processing combined with NN and BD were used to process 2,328 sample datasets. The image processing accuracy and recall rate of traditional RS image processing technology were 81 and 82%, respectively, and the F 1 score was about 0.81 ( F 1 value is the reconciled average of accuracy and recall, a metric that combines accuracy and recall to evaluate the quality of the results, a higher F 1 value indicates a better overall performance of the retrieval system). The accuracy rate and recall rate of RS image processing technology, which integrates NN and BD, were 97 and 98%, respectively, and its F 1 score was about 0.97. After analyzing the process of these experiments and the final output results, it can be determined that the RS image processing technology combined with NN and BD can improve the problems of large-scale data processing difficulty, recognition difficulty under complex background, low processing accuracy and efficiency. In this study, the RS image processing technology combined with NN and BD has stronger adaptability with the help of NN and BD technology, and can adjust parameters and can be applied in more tasks.
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                            The Internet era resulted in the rise and advancement of MOOK, WeChat, and mobile networks, making it possible to expand English teaching methods. However, the English teaching industry has the problem of not valuing students’ personalized cognition, and the accuracy of teaching resource delivery is low. Therefore, the research uses the noise gate analysis method to design a cognitive diagnostic model for students and designs an English teaching resource recommendation model in view of a convolutional joint probability matrix (JPM) decomposition algorithm. The research results showed that the cognitive diagnostic model designed in the study had a higher accuracy. Compared to traditional algorithms, the overall recommendation effect of the English teaching resource recommendation model had an average improvement of 11.63% and compared to the JPM algorithm combined with cognitive diagnosis (CD), the overall recommendation effect value had an average improvement of 1.977%. When recommending complex teaching resources, the recommendation effect value had an average improvement of 11.54% compared to traditional algorithms, and the overall average improvement was 1.877% compared to the JPM algorithm combined with CD. In the experimental group, with the assistance of the research algorithm, students’ grades improved by an average of 2.38 points, which was significantly higher than the 0.89 points in the control group. The experiment showcases that the CD and recommendation model designed by the research has higher accuracy, can help improve the efficiency of teaching resource recommendation, reduces teaching costs, and has certain application value.
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                            State-of-the-art segmentation models have shown great performance in structured road segmentation. However, these models are not suitable for the wild roads, which are highly unstructured. To tackle the problem of real-time semantic segmentation of wild roads, we propose a Multi-Information Concatenate Network based on BiSeNetV2 and construct a segmentation dataset Dalle Molle institute for artificial intelligence feature segmentation (IDSIAFS) based on Dalle Molle institute for artificial intelligence. The proposed model removes structural redundancy and optimizes the semantic branch based on BiSeNetV2. Moreover, the Dual-Path Semantic Inference Layer (TPSIL) reduces computation by designing the channel dimension of the semantic branch feature map and aggregates feature maps of different depths. Finally, the segmentation results are achieved by fusing both shallow detail information and deep semantic information. Experiments on the IDSIAFS dataset demonstrate that our proposed model achieves an 89.5% Intersection over Union. The comparative experiments on Cityscapes and India driving dataset benchmarks show that proposed model achieves good inference accuracy and faster inference speed.
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                            A significant component of the online learning platform is the online exercise assessment system, which has access to a wealth of past student exercise data that may be used for data mining research. However, the data from the present online exercise system is not efficiently used, making each exercise less relevant for students and decreasing their interest and interaction with the teacher as she explains the activities. In light of this, this research creates an exercise knowledge map based on the connections between workouts, knowledge points, and previous tournaments. The neural matrix was then improved using cross-feature sharing and feature augmentation units to deconstruct the workout recommendation model. The study also developed an interactive text sentiment analysis model based on the expansion of the self-associative word association network to assess how students interacted after the introduction of the personalized exercise advice teaching approach. The outcomes demonstrated that the suggested model’s mean diversity value at completion was 0.93, an increase of 0.14 and 0.23 over collaborative filtering algorithm and DeepFM (deep factor decompose modle), respectively, and that the proposed model’s final convergence value was 92.3%, an improvement of 2.3 and 4.1% over the latter two models. The extended model used in the study outperformed the support vector machine (SVM) and Random Forest models in terms of accuracy by 5.9 and 1.7%, respectively. In terms of F 1 value indicator, the model proposed by the research has a value of 90.4%, which is 2.5 and 2.1% higher than the SVM model and Random Forest model; in terms of recall rate indicators, the model proposed by the research institute has a value of 94.3%, which is an increase of 6.2 and 9.8% compared to the latter two models. This suggests that the study’s methodology has some application potential and is advantageous in terms of customized recommendation and interactive sentiment recognition.
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                            In recent years, the field of data analytics has witnessed a surge in innovative techniques to handle the ever-increasing volume and complexity of data. Among these, nature-inspired algorithms have gained significant attention due to their ability to efficiently mimic natural processes and solve intricate problems. One such algorithm, the symbiotic organisms search (SOS) Algorithm, has emerged as a promising approach for clustering and predictive analytics tasks, drawing inspiration from the symbiotic relationships observed in biological ecosystems. Metaheuristics such as the SOS have been frequently employed in clustering to discover suitable solutions for complicated issues. Despite the numerous research works on clustering and SOS-based predictive techniques, there have been minimal secondary investigations in the field. The aim of this study is to fill this gap by performing a systematic literature review (SLR) on SOS-based clustering models focusing on various aspects, including the adopted clustering approach, feature selection approach, and hybridized algorithms combining K-means algorithm with different SOS algorithms. This review aims to guide researchers to better understand the issues and challenges in this area. The study assesses the unique articles published in journals and conferences over the last ten years (2014–2023). After the abstract and full-text eligibility analysis, a limited number of articles were considered for this SLR. The findings show that various SOS methods were adapted as clustering and feature selection methods in which CSOS, discrete SOS, and multiagent SOS are mostly used for the clustering applications, and binary SOS, binary SOS with S-shaped transfer functions, and BSOSVT are used for feature selection problems. The findings also revealed that, of all the selected studies for this review, only a few studies specifically focused on hybridizing SOS with K-means algorithm for automatic data clustering application. Finally, the study analyzes the study gaps and the research prospects for SOS-based clustering methods.
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                            Due to the limitations of the initial rapidly exploring random tree (RRT) algorithm, robotics faces challenges in path planning. This study proposes the integration of the metaheuristic salp swarm algorithm (SSA) to enhance the RRT algorithm, resulting in a new algorithm termed IRRT-SSA. The IRRT-SSA addresses issues inherent in the original RRT, enhancing efficiency and path-finding capabilities. A detailed explanation of IRRT-SSA is provided, emphasizing its distinctions from the core RRT. Comprehensive insights into parameterization and algorithmic processes contribute to a thorough understanding of its implementation. Comparative analysis demonstrates the superior performance of IRRT-SSA over the basic RRT, showing improvements of approximately 49, 54, and 54% in average path length, number of nodes, and number of iterations, respectively. This signifies the enhanced effectiveness of the proposed method. Theoretical and practical implications of IRRT-SSA are highlighted, particularly its influence on practical robotic applications, serving as an exemplar of tangible benefits.
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                        Abstract

                        
                            The metaverse, a virtual multiuser environment, has garnered global attention for its potential to offer deeply immersive and participatory experiences. As this technology matures, it is evolving in tandem with emerging innovations such as Web 3.0, Blockchain, nonfungible tokens, and cryptocurrencies like Bitcoin, which play pivotal roles in the metaverse economy. Robust Bitcoin networks must be modelled for the metaverse environment in Industry 5.0 platforms to ensure the metaverse’s sustained growth and relevance. Industry 5.0 is poised to experience significant economic expansion, driven in large part by the transformative influence of metaverse technology. Researchers have actively explored diverse strategies and approaches to address the unique challenges and opportunities presented by current Bitcoin networks, highlighting the limitless potential for enhancing anonymity and privacy while navigating this exciting digital frontier. By addressing the diverse anonymity and privacy evaluation attributes, the lack of clarity regarding the prioritisation of these attributes and the variability in data, this modelling approach can be categorised as a form of multiple attribute decision-making (MADM). This review seeks to achieve three main objectives: firstly, to identify research gaps, obstacles, and problems within scholarly literature, which is crucial for assessing and modelling Bitcoin networks to succour the metaverse environment of Industry 5.0; secondly, to pinpoint theoretical gaps, proposed solutions, and benchmarking of Bitcoin networks; and thirdly, to offer an overview of the existing validation and evaluation methods employed in the literature. This review introduced a unique taxonomy by intersecting “Bitcoin networks based on blockchain aspects” with “anonymity and privacy development attributes aspect.” It emphasised the study’s significance and innovation. The results illustrate that employing MADM techniques is highly suitable for modelling Bitcoin networks to support the metaverse within the context of Industry 5.0. This thorough review is an invaluable resource for academics and decision-makers, offering perspectives regarding the improvements, applications, and potential directions for evaluating Bitcoin networks to bolster the metaverse environment of Industry 5.0.
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